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INTRODUCTION

The improvement of an energy control center is initiated for many reasons including improved

marketing management, improved security of the power system, more economical operation,

and improved system control performance. Such improvements are usually centered around a

digital computer complex which allows rapid access to the large quantities of data required for

improved performance. The algorithm described in this report is designed to provide the real-

time, closed-loop control normally designated as AGC (automatic generation control) for such a

computer-oriented complex. This report does not describe the related programs such as

resource management; power, energy, and generation scheduling; or man-machine interface,

although the requirments of each related program for proper AGC operation are discussed. The

powerplant controller is described in a separate report [3].1

The theory of AGC is not complicated if viewed as only a basic control concept. However, AGC is

used as a tool for energy marketing and resource management, and the additional

embellishments to the basic theory create a complex controller. This report does not describe

the theoretical aspects of AGC although the concepts are implicit within the equations and flow

charts. A companion report entitled Automatic Generation Control - Notes and Observations

discusses the theory of AGC [12]; it also presents an extensive bibliography if additional explana-

tion of the AGC concept is desired.

ALGORITHM APPLICATION

The general concepts of the algorithm are applicable to any energy control center. The

algorithm described is specifically for the Watertown PSCC (Power System Control Center) in

South Dakota. Specific routines may be deleted or added to provide the desired control for the

energy marketing and resource management concepts in use in a specific control center.

1 Bracketed numbers identify references listed in the Bibliography.



The algorithm is presented in modules which are as self-contained as possible for clarity. Every

variable or constant used has a unique name. The discerning programmer will recognize that

the various modules may be grouped differently and the initializing of variables may be ex-

ecuted by a separate routine. Many of the variables may be temporary and the same memory

location may be used for several variables; it is expected that liberties of this nature will be taken

to reduce storage or decrease execution time. However, the basic functions of the algorithm

must not be changed.

The concept of "algorithm" used in this report refers to the concise statement of a series of

logical and mathematical steps to accomplish a specific task. This concise statement is presented

as a series of flow charts. The algorithm is divided into a series of "modules" which describe

specific sub tasks within the algorithm. "Subroutines" are used to clarify logic flow within a

module. "Programs," as discussed within this report, refer to algorithms external to the AGC

algorithm and such "programs" are not flow-charted. "Routines" are also external algorithms

utilized for input and output of data and are not flow-charted. The "'executive" is an external

program which provides the necessary timing of the AGC algorithm (as well as the many other

basic machine tasks) and is not flow-charted.

ALGORITHM PURPOSE

The PSCC at Watertown, S. Dak., has the responsibility to "provide suitable automatic genera-

tion control equipment and maintain responsive generation in reserve under the control of this

equipment at all times in order to meet its obligation to system and interconnection

requirements."[l] The ECC (energy control computer) to be installed at the PSCC will have

provisions for a suitable automatic generation controller. The primary purposes of the con-

troller are to:

. Continually balance the control area generation against the control area load.

2



. Maintain the net loading of the tie lines with other areas to agree with the desired schedul-

ed net interchange, plus or minus the frequency obligation.

. Assist neighboring control areas during major disturbances.

. Assist the overall interconnected power system in maintaining accurate time.

. Effectively and efficiently utilize the available generation and other resources within the

control area.

These concepts are basic to all AGC systems. In implementing these purposes, the AGC should

not attempt to control the interarea power oscillations or reduce the ability of the generator

governors to damp power disturbances. Further, the AGC should minimize the activity of the

mechanical equipment associated with the governor. The algorithm described in this report is

an implementation of these basic concepts.

The purpose of providing the algorithm in flow chart form is to show, in sufficient detail, not

only the major mathematical relationships but also to indicate the operation of the various

modes and the selection of the various constants. The success of the algorithm frequently de-

pends more on these less obvious interactions than on the more obvious and generally known

mathematical relationships. The algorithm i!'inot simple and it requires a substantial investment

in computer memory and time. Specifically, the "failure detection module" will use approxi-

mately 80 percent of the total time for algorithm execution to process the information tables.

The memory required for the algorithm will consist mostly of the many and large tables used by

this module. Although this data processing section seems small in flow chart form, the impor-

tance of providing adequate time and memory for the module cannot be overemphasized. The

entire algorithm is the most important power application program the computer must execute

and thus should be given the necessary memory and time allocations.

The algorithm is written in an effort to minimize interaction between modules rather than to

minimize programming. The variables are all named uniquely. The observant programmer will

3



realize many variables are temporary and the total memory space need not be as large as the

variable count indicates. Since this algorithm was prepared before a specific computer system

was chosen, the concepts remain very general. The systems designer should feel free to modify

the software sequences to improve the displays and execution and to use specific computer

system advantages.

SUMMARY OF THE ALGORITHM

The AGC algorithm described in this report follows the basic tie-line bias with time deviation

equation to form the area control error. The formula is2

ACE = (PAS - PS)-10B[(FA - FS)+ KTS(TA- TS)]

where ACE is the area control error in megawatts; PAS is the sum of the actual, measured tie-

line power in megawatts; PS is the scheduled tie-line power in megawatts; B is the frequency bias

in megawatts per 0.1 hertz; FA is the actual, measured system frequency in hertz; FS is the

scheduled system frequency in hertz; KTS is the time deviation sensitivity in hertz per second;

TA is the actual measured time from system frequency in seconds; and TS is the standard time

from WWVB3 in seconds. Positive ACE implies excessive generation and causes a reduction in

generation. Positive PAS and PS indicate the power is flowing out of the control area or the

resulting energy is being sold. The bias, B, is always a negative number, and the sensitivity,

KTS, is always a positive number.

2 Variables are normally italicized and/or subscripted in most service reports but are written in

single line and capital letters in this report to correspond to the flow chart equations and the

computer algorithm format.

3 National Bureau of Standards time standard radio station - Ft. Collins, Colorado.
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The control has at least five modes. The equation for the "tie-line bias with time-error bias"

mode is the one previously given. The equation for the "tie-line bias" mode is

ACE = (PAS - PS) - lOB(F A - FS).

The equation for the "constant frequency" mode is

ACE = -lOB(FA - FS).

The equation for the "constant net interchange" mode is

ACE = (PAS - PS).

The "suspend control" mode allows the ACE to be calculated and monitored in any mode, but

control of powerplants is not permitted.

After the ACE is calculated, it may be filtered by one of three methods:

. A probability filter to remove random load fluctuations and to accentuate the slow changes

of ACE [2].

. The integral of ACE added to ACE along with a simple smoothing filter to reduce the

faster random load fluctuations within the ACE.

. No modification of the ACE.

The resulting ACE is then allocated to the plants through a constant gain allocator using par-

ticipation factors. The plants in baseload are also allocated to allow gradual loading and

unloading of a plant. The maximum loading and unloading rates of a plant limit the ramping of

the plant. The entire allocator is permissive in concept and will control a generator only when an

ACE requires the control. However, mandatory ramps for plant loading will be allowed if the

5



dispatcher desires. Such ramps will be counterramped by the allocator to minimize ACE distur-

bance if possible. Thus, any plant may have four modes:

. Automatic allocation of ACE.

. Baseload allocation with ramps to accommodate basepoint changes only when ACE would

benefit.

. Ramp control for forced generation changes with counterramping of automatic or baseload

control.

. Off AGC control.

The plant controller may be implemented by a different manufacturer at the powerplant and

power requirement or set point will be sent to the plant over a communication chann,~l [3]. If

there is no controller at the powerplant, a closed-loop power controller is included in this

algorithm. The algorithm will send raise and lower pulses to the plant to control the power to

the required set point.

The overall control may be summarized as a permISSIve, constant gain, predictable time

response AGC system. The system is designed to reduce activity by filtering ACE, allocating

reasonable changes to a plant, and by using a plant response predictor. If ACE becomes large,

the ACE filters are bypassed to improve the speed-of-response of the control, but the allocators

and plant controllers remain the same.

FLOW CHART CONCEPTS

Because the purpose of this report is to present a specific computer based algorithm, the re-

maining report sections deal with the specific algorithm equations and the interactions with

other computer programs and systems. The flow charts describe explicitly the algorithm logic

6



needed to develop computer code. The text supplements this logic with concept development to

allow the programmer to grasp the needs and reasons which dictate the logic. Neither the report

nor the flow charts stand alone and yet the flow charts are more than an illustration of text

information. Indeed, the text discusses only the most important concepts, leaving much of the

logic unexplained. In many cases, specific flags and variables are eXplained much later in the

text to keep the concepts as uncluttered as possible. As an example, the flag FLAGSC in the

power schedule module is explained near the end of the report in the Buffers section. The

theory of AGC is not discussed directly in either the text or the flow-charts, and references [12]

should be Gonsulted.

This algorithm contains not only the basic concepts but includes all the parts to make a working

system, and many concepts which are nice but not necessary. Although the algorithm is design-

ed for the Watertwon ECS, the final program may not contain all of the algorithm shown in this

report. However, other installations may need some of the parts which the Watertown ECS will

not use. Therefore, all the algorithm is presented; it will be reduced as specific needs are ad-

dressed with the actual use of the control system.

The first flow chart, figure 1, shows the entire AGC control system in a signal flow or block

diagram form. The power system governors and plant controllers are developed in references

[7, 12]. The entire diagram explains the control theory and can be used to understand the

theoretical limits of the control. However, the diagram is used as a roadmap through the

algorithm, and the actual control theory is not addressed.

The AGC algorithm, as it relates to the computer, is shown in the first sheet of figure 2. Here,

the interaction of the various programs is diagramed to provide a roadmap of external program

interaction. The actual order of the modules within the AGC algorithm is shown in the second

part of figure 2. The flow charts of the modules are assembled in the same order as shown on

this diagram so the logic between modules may be traced. The descriptions in the text do not

follow that same order because concepts, rather than logic patterns, are grouped. The following

list is provided to cross-reference the flow charts by figure number and caption to the Contents.
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Figure 3.-Typical data transfer techniques -Buffers, and Initialization of Constants.

Figure 4.-Power schedule module - Total Schedule.

Figure S.-Ramp test module - Perturbation and Response Analysis.

Figure 6.-Failure detector module -Data Failure Detector, and Analog Inputs.

Figure 7.-lntertie power module - Intertie Power Measurements.

Figure 8.- Frequency module - Frequency Bias.

Figure 9.- Time error module - Time Error and Sensitivity.

Figure 1O.-lnstantaneous inadvertent module -MAPP Signals.

Figure 11.- MAPP coordination signal module, and figure 12, MAPP power bias module -
MAPP Signals, and Plant Communication Link.

Figure l3.-ACE formation module - Summation.

Figure 14.-SHADE preparation module -Total Schedule.

Figure lS.-Emergency assist module - Emergency Assist Detector and Alarms, and Limiter.

Figure 16.-ACE integral and smoothing module, and figure 17.-Probability filter module -
Filters.

Figure 18.-AGC gain module - Gain Stage.
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Figure 19.-Plant data module, figure 20.-Powerplant communications link, figure 21.-Joint-

owned unit data module, and figure 22.-No-response detector module - Powerplant Data

and No-response Detector, Joint-owned Units, and Plant Communication Link.

Figure 23.-Ramp allocator module - Ramp Allocator, and Perturbation and Response

Analysis

Figure 24.-Baseload allocator module -Baseload Allocator.

Figure 25.-Participation factor calculation module, and figure 26 Automatic allocator module

Automatic Allocator.

Figure 27.-Assist allocator module -Assist Allocator

Figure 28.-Plant control module - Pulse Controller With No Feedback, Pulse Controller With

Power Feedback (PID), Closed-loop Plant Controller, and Plant Pulse System.

Figure 29.-Joint-owned unit output module -Joint-owned Units.

Figure 30.- Plant response specifications - Closed-loop Plant Controller, and Plant Com-

munication Link.

Figure 31.- Margins calculation module - Margin Calculations.

Figure 32.-NAPSIC criteria module -NAPSIC Criterion.

Figure 33.-Standard deviation module - Standard Deviations, and Frequency Domain

Analysis.

Figure 34.-Generation control format module - Control Formats, Margin Calculations, and

System Disturbance Detector.

9



Figure 35.-Strip chart output module -Engineering Evaluation Outputs and Inputs, and Per-

manent Strip Chart Outputs.

Figure 36.- Terminal module - Buffers, Initialization of Constants, Engineering Evaluation

Outputs and Inputs, and Spare ASCII Ports.

Figure 37.-Suggested format for AGC signal flow - Control Formats.

Figure 38.-Flow chart symbol definitions - (No text discussion.)

FORMATION OF THE AREA CONTROL ERROR

The area control error is formed according to the equations given in the Summation section.

The details of each quantity used by the equations are given in the following.

Total Schedule

The lntertie Schedule and SHADE

The schedule prepared by the Power and Energy Scheduling program and checked or modified

by the dispatcher is

PSCHEDULE = PSCHED + SHADE + IISCH + IDISPADJ

where PSCHED is the set intertie schedule which is the sum of the power to be bought and sold

over an hour or any other period desired by the dispatcher. The value is in megawatts and is

positive for power sold or leaving the control area. This sum is generated by the Power and

Energy Scheduling program every hour or as the dispatcher makes entries. The Power and

Energy Scheduling program will provide the AGC system with the current schedule desired

(PSCHEDULE), the ramp time in minutes (usually 10 or 20 min) and the time desired to start
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the ramp. The AGC system will then generate a ramp from PSCHEDULE previous to

PSCHEDULE desired, starting at the desired time of day and executing the ramp in the period

specified. The ramp generator is capable of calculating new ramp rates if the desired

PSCHEDULE is changed during the ramp. Further, if the dispatcher desires, a derivative value

of the schedule may be calculated to modify ACE before the allocators; see the Gain Stage

section.

The Power and Energy Scheduling program also calculates SHADE. A calculation flow chart is

included in figure 4 although the AGC algorithm does not calculate SHADE.

Basically, SHADE is the integral of the inadvertent interchange due only to metering errors

divided by the time the inadvertent was measured, and then also divided by the hour period

used for each schedule setting. A SHADE setting added to the schedule produces a specific

amount of energy (in megawatt hours) for every hour the setting is used. This number should

balance (or be opposite to) the energy (in megawatt hours) inadvertently being interchanged

because of the various system metering errors. If this balance occurs, then the inadvertent inter-

change due to these errors becomes zero and the integral of this inadvertent interchange

(SHADE) becomes steady.

The errors are caused by inaccuracies of the frequency and power transcuders and also

telemetry equipment and AID converters. The actual energy readings (the megawatt hour

readings) at the end of each hour for each interchange point is assumed perfect in the calcula-

tion of SHADE.

Because the metering errors are not directly measurable, they must be calculated. The directly

measurable quantity is inadvertent interchange. This inadvertent interchange is due to errors of

many kinds and includes metering errors as one component. The other components include

errors in settings, errors in ramping, and the interchange resulting from attempts to restore fre-

quency and time.

T
SHADE =

Ja
(- II + IISCHED + TIMEADJ + FREQADJ + PSRAMPS + MAPPADJ)dt
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where T is the period of the calculation. This period is normally 1 hour but may be as much as

24 hours depending on the selections of the dispatcher. The integration is approximated with a

rectangular integration technique iterating once each hour. The hour period is most convenient

for measuring the energy readings (MW' h) of the inadvertent interchange, II. The II is

calculated from actual energy readings and schedules, and is corrected for dynamic schedules.

The IISCHED is the average scheduled inadvertent interchange over the hour used to pay back

previous inadvertent accumulations. The subtraction of II and IISCHED is the energy which is

unintentional inadvertent and is not scheduled in any way.

The FREQADJ is a calculation of the energy exchanged in an attempt to return frequency and

time to normal and is the average frequency schedule set point due to frequency offsets and

time error corrections. The TIMEADJ is a measure of the returned energy that was unused from

FREQADJ because the time was actually corrected on the system. The PSRAMPS is the calcula-

tion of the energy error resulting from the ramping of the actual schedule as opposed to the use

of no ramps on the schedule when calculating II. The MAPP ADJ is the inadvertent interchange

due to a MAPP power bias.

In summary, SHADE is the integral of the unaccounted energy due to metering and equipment

errors as compared to the metered energy, with adjustments for time correction efforts and

dynamic schedules. SHADE is in megawatts.

SHADE = (SHADE - ADJACE) + 1 hour.

Also,

ADJACE = II - TIMEADJ - FREQUADJ - PSRAMPADJ - IISCHED + MAPPADJ

where ADJACE is in megawatt hours. The inadvertent interchange, II, is calculated at the end of

each hour just after the energy readings (MW' h) are received from the intertie points. All

interchange readings are required, and if any are missing or contain possible errors, an alarm

should be generated so that the proper adjustments may be made by the dispatcher before
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calculated. It is a good practice to verify every reading each hour. The quality of the reading is

also detected by the tie line calibration function of the AGC. The procedure uses the total

energy of the tie line accumulated over the hour by the calibration routine; then, the Power and

Energy Scheduling program reads the accumulations after the hour is completed. The ac-

cumulation is compared to the metered energy readings and if the error is larger than plus or

minus 2 percent, an alarm is generated. The equations are described in the Intertie Power

Measurement section. And

II=(IMDEL-IMREC)-[(PSDEL-PSREC)x 1 h]+(E IJOUEXT- E IJOUINT)

- E IPLOADS
ext int

lOU lOU

where II is in megawatt hours and positive energy is leaving the control area. The quantities

IMDEL and IMREC are the summation of the energy readings (MW. h) delivered and received

for every interchange point. The dispatcher should have the opportunity of verifying these

readings and making substitutions if desired. The quantities PSDEL and PSREC are the total

power scheduled to be delivered and received across the interties in magawatts. The joint-owned

units (lOU) transfer energy across the control area boundaries which is not part of the schedule.

The energy readings for external joint-owned units (lOU not in the control area boundaries) is

calculated by integrating the power received from each unit over 1 hour, or

IJOUEXT - E PlOU X TIMESLP
- 3600

1 hour

where IJOUEXT is in megawatt hours, PlOU is the power signal received from the external

"operating" utility every 2 seconds to create the dynamic schedule and TIMESLP is the time

since the last pass of the AGC algorithm in seconds. Thus, IJOUEXT is calculated by the AGC

algorithm and used by the Power and Energy Scheduling program. It is important to use the

calculated value for IJOUEXT because use of the actual value may cause inadvertent

interchange due to computer accumulation errors in the AGC computer used by the operating

owner [4]. Further, if it is possible to obtain the same quantity calculated by the operating utility,
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a comparison can be made to prevent inadvertent interchange accumulation for either area. The

UOUINT quantity is also in megawatt hours and is calculated as

UOUINT = UOUT- E
(

E PJOU X TIMESLP
)external owners 1 h 3600

where UOUT is the hourly energy reading from the joint-owned unit internal to the control area

and PJOU is each external owner's share of the power which is transmitted from the AGC

algorithm. The summation is named PJOUS in the AGC algorithm. The UODINT calculation is

made by the Power and Energy Scheduling program. Again it is important that the calculation

errors between the energy scheduled and the energy metered be absorbed by the operating

owner (with the JOU internal to the control area) to eliminate inadvertent interchange. The

IPLOADS is the measured energy for each internal or external dynamic load or generation, and

is positive for external load or internal generation.

The frequency adjust quantity is calculated from the average frequency set point and average

time error over the hour. Because inadvertent interchange is calculated once an hour, the best

accuracy can be achieved by calculating the frequency set point and time error over 1 hour in-

tervals. If the time error is used in the calulation of ACE, such as in the tie line bias plus time er-

ror mode of operation,

FREQADJ = ( - 1OB(FSA VE - 60) - KT(TEA VE)) X 1 hour

where FSAVE is the frequency schedule average for this hour (the hour now ending or recently

ended). The TEAVE is the average time error for this hour, B is bias in megawatts per 0.1 hertz,

and KT is time bias in megawatts per second. The FREQADJ is positive for positive frequency

schedules (the negative sign on the calculation is due to the negative sign inherent in Band KT.)

The TEAVE should be calculated only when the time error is used in forming ACE. The FSAVE

should be calculated only when the frequency error is used in forming ACE. Both quantities will

be available from the AGC algorithm.
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If MAPP bias is used in forming ACE, then this inadvertent interchange components should

also be eliminated from the quantity forming SHADE. Again the average MAPP bias over 1

hour should be used to form

MAPP ADJ = KMB X MAPP AVE

where KMB is the MAPP bias constant. The MAPPADJ will be available from the AGC

algorithm.

To remove the unused interchange, which has instead caused a time correction (because all

utilities participated in the interchange), a time correction adjustment is made. The calculation

IS

TIMEADJ = + lOB TIMETH - TIMELH
X 60

3600

where TIMETH is the time error recorded at the beginning of this hour and TIMELH is the

time recorded at the beginning of last hour. The 1:60 ratio (60/3600) is obtained from

Frequency set point - 60-Hz reference X 3600 s/h = time correction in seconds per hour
60-Hz reference

providing all control areas use the same frequency set point. The dispatcher should be able to

enter TIMETH and TIMELH into the Power and Energy Scheduling program if actual data is

not available. The actual data will be available from the AGC algorithm.

The adjustment of inadvertent interchange for ramping across the hour is made by

PSRAMP ADJ = (DPSE X TIMESCIL) - (D PSB X TIMESCLP)

8 X 3600

where PSRAMPADJ is in megawatt hours. The quantity DPSB is PSCHED at the beginning of

the last hour minus PSCHED at the end of the hour before the last hour, and DPSE is PSCHED
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at the start of the present hour minus PSCHED at the end of the last hour. The quantity

TIMESCIL is the length of the ramp time in seconds used in the ramp between the hour before

the last hour and the last hour, and TIMESCLP is the ramp time between the last hour and the

present hour. The ramp times are assumed symmetrical about the end of the hour. The quantity

PSRAMPADJ is used with calculations of SHADE based on first hour's energy readings.

The dispatcher may choose to calculate SHADE over other time periods than I hour. These

periods may be over "on peak" and "off peak" periods or over 24 hours. The integrations

given for the components of SHADE may be summed over the necessary number of hours re-

quired by the dispatcher and divided by the same number of hours. The Power and Energy

Scheduling program will provide these calculations for SHADE.

Finally two entries may be made by the dispatcher to manually provide schedule corrections.

The first is the scheduled inadvertent interchange. The quantity IISCH is entered by the dis-

patcher into the Power and Energy Scheduling program. When SHADE is calculated,

E IISCH X TIMEBCI

IISCHED - I hour X I hour3600

where TIMEBCI is the time interval between changes in the inadvertent schedule in seconds as

calculated in the Power and Energy Scheduling program. The second entry, IDISPADJ, is the

dispatcher error correction for any errors that are not otherwise accounted for. The entry is

through the Power and Energy Scheduling program.

To summarize the calculations made by the Power and Energy Scheduling program, the pro-

gram must be executed every hour just after all energy readings are available, and as required

by the dispatcher. (The AGC algorithm takes care of the ramps and dynamic schedules requiring

execution every 2 seconds.) The program should present the next hour schedules to the dis-

patcher at least 15 minutes before the hour. Then the dispatcher should go through a procedure

to enter inadvertent schedules (when needed), frequency set points, and other pertinent infor-

mation. When the dispatcher has approved of the data, a flag FLAGSC is set by the Power and
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Energy Scheduling program indicating to the AGC algorithm that the data are valid. The AGC

algorithm then watches the start time of the ramp and when the start time TIMESC equals ac-

tual system time TIME REAL, the data is transferred to the AGC algorithm variables, the ramp

begins and FLAGSC is cleared. If changes are made by the dispatcher before the ramp starts

within the AGC algorithm, the new data replace the old data and the old data are lost and never

executed. Changes may be made any time during the hour using the same process through the

Power and Energy Scheduling program. See the Buffers section. The use of the flag is one sug-

gested method from many possible methods to transfer data between a program that runs on de-

mand and an algorithm that executes every 2 seconds. The details of the variables used in the

Power and Energy Scheduling program are not complete; only information sufficient to under-

stand the interaction with the AGC algorithm are given in this report. It is assumed that the

Power and Energy Scheduling algorithm will be designed by others.

The equation for the ramp generated in the AGC algorithm is

DPSCHED = (PSCHEDULE - PSCHEDX)x TlMESLP
TlMERIR

where PSCHEDULE is the schedule to be used by the AGC control from the Power and Energy

Scheduling program and PSCHEDX is the schedule used during the last execution of the AGC

algorithm. Also,

PSCHEDX = PSCHEDX + DPSCHED.

The quantity TIMESLP is the time in seconds since the last execution of the AGC algorithm

(usually 2 seconds) and TlMERIR is the time remaining in seconds to complete the schedule

change. If TlMERIR is zero, then DPSCHED is set to zero and

PSCHEDX = PSCHEDULE.
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The Dynamic Schedule

The dynamic schedule, PDYNAMIC, is in megawatts and is positive for power leaving the con-

trol area. This power is a continuously varying measurement from joint-owned powerplants [4].

There are two cases of control of a joint-owned plant; the plant is outside the control area, and

the plant is inside the control area. The equation for the plant outside the control area is

( PJOUR )PJOU = PJOUT EPJOUR
all
owners

where PJOU is telemetered continuously to the AGC system from the operating utility. The

equations for the plant inside the control area is

PJOU = PJOUT( 1 -~Jp~g5R ).
all
owners

The quantity PJOU is in megawatts and is the contribution to the dynamic schedule. It is the

power received from the external joint-owned units as one owner's share. However, it is not the

power received for an internal joint-owned unit but rather the sum of all other owner's share or

the power which crosses the area boundary toward the other owners. The quantity PJOUT is the

actual power generated by the joint-owned unit. The quantity PJOUR is the power requirement

of one owner. Unless noted otherwise, PJOUR always refers to the requirement generated by

the AGC algorithm. The summation is the PJOUR for all owners. The details are described in

the section, Joint-Owned Units.

The dynamic schedule is then

PDYNAMIC = E PJOU- E PJOU+ E PLOAD.
internal external

JOU JOU
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The data for the dynamic schedule is actually calculated in the section, Joint-Owned Units,

which is associated with the allocators. Thus, the dynamic schedule for the present pass is

caluclated in the previous pass of the AGC algorithm.

The dynamic schedule may also be used to account for loads or generation completely owned by

another utility but surrounded by the control area. The accounting of the energy of this isolated

equipment should be done in the Power and Energy Scheduling program according to the

terms of the contractual arrangements. Thus, the term PLOADS accounts for internal loads and

external generation by using the positive sign, and external loads and internal generation with a

negative sign. Finally,

PS= PSCHEDX+ PDYNAMIC

where PS is the total schedule used, PSCHEDX is the actual set schedule including ramping,

and PDYNAMIC is the dynamic schedule.

Data Failure Detector

Refer to figure 6. A common program to many of the routines within the algorithm is the failure

detector. Any time data are entered continuously into the computer system, the validity of the

data must be checked, the quantity scaled and limited, and alternate sources of data provided.

The system must be very flexible because many data types will be used from many sources. Also,

the use of the data may change as the power system network is modified. New data points will be

added as new facilities are commissioned and old data points will be removed. Therefore, it is

most important that a convenient method of making changes and altering data usage be

developed. The system should be designed primarily for the engineer because the dispatcher

will not want to know the detail necessary to manipulate the data.

The data failure detector is described as part of the AGC algorithm although it could function as

a separate program. Because the AGC algorithm is extremely dependent on real time data and

the problems created by erroneous data or incoherent data (all data not sampled in the same
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time frame) are great, the AGC algorithm dictates the primary requirements of the failure detec-

tor. Also, the program must be executed shortly before the AGC algorithm for best algorithm

operation. Each computer system will have individual characteristics which favor one type of

error detector over another. The detection system described here is one of many types. It is

described to convey the principal characteristics required for a detector and also define the in-

teractions of the failure detector with the AGC algorithm. Although the failure detector could be

called when needed by the AGC algorithm, the method described processes all data at the start

of the AGC algorithm.

The Data Gathering Process

The first process of the detector is the gathering of the data. This raw data must be read from

the various inputs and converted to engineering units for the failure detector program. As the

data are gathered, the error flags for the data should also be gathered. The data types include

data from the AID converters for local telemetered data and local transducers, data from local

BCD (binary coded decimal) inputs, data from ASCII communication links with other computers

such as the PPGC (Powerplant Generation Control) systems collecting data for the Watertown

ECS. The computer routines for collecting this data are not included in this report and are not

trivial. However, the routines will depend heavily on the specific computer.

The data from the AID converters should be multiplied by a separate constant (may be greater,

equal, or less than one) for each input point. The constant should convert the data to engineer-

ing units and the offset provide for transducer or telemeter offset. Normally, the offsets will be

zero but occasionally, the offset provides the only method of correcting a transducer reading.

The data should be obtained and scaled even if the equipment indicated an error in transmis-

sion has occurred. Along with the AID data, the "carrier failure" contacts on all the telemeter

equipment should be scanned and the state of the contacts stored in an array similar to the con-

verted data. The array should have each failure flag set if a failure is detected, and the flag

cleared if the equipment is correct. The failure detector will set all flags as a final step of the

routine so that the failure to update the data can be detected and the continuous update of data

is ensured. The local transducers have no failure contacts, and the failure flags should be

cleared when the data are read.

20



The BCD data from the time-error equipment should be read every 2 seconds. The data should

then be converted to engineering units and stored in the array for process by the failure detec-

tor. The contacts indicating the data are not accurate should be read into the array as any other

failure detection contacts. The actual hardware will dictate the precise method of reading the

data. Although the multiplying constant is not needed except to adjust the decimal point, an off.

set should be available.

The ASCII communication system should be implemented with two concepts. First, the data to

and from the PPGC systems assume the ECS is the master of the half duplex channel. The

PPGC will transmit a return message only after the ECS has sent a message. Communications

with the other control areas for joint-owned units (lOU) may also be in ASCII. For lOU's exter-

nal to the control area, the ECS acts as the slave and responds with messages only when a

message is received. For lOU's internal to the control area, the ECS acts as the master.

The ECS transmits to all PPGC's data converted from a data buffer immediately after the AGC

algorithm has completed execution. When any ASCII data are received, the data are decoded

using offset amd multiplier constants and are stored into the data array for the failure detector.

When the data are put into the data array, a flag is cleared indicating the data are new since the

last pass of the AGC algorithm. When the failure detector processes the data, the flag is set, and

if the detector processes again without new data, the flag will indicate the error.

The data from the PMSC systems will be processed in large blocks determined by the design of

the communication link. There are no flags available to indicate a failure has taken place. Sim-

ply receiving the data from the PMSC master will not ensure that the data have been updated by

the PMSC remote terminal unit (RTU). A possible solution is to attach a square-wave generator

of very simple concept to one of the spare AID inputs at each RTU where the data originate for

the AGC algorithm. For a 2-second scan rate at the RTU, the square wave would have a frequen-

cy of 0.25 Hz and have an input voltage of plus or minus 5 volts. When this data is received into

the ECS, this channel is checked for a sign change. If a sign change is present, each datum point

from that RTU should have the failure flag cleared. If no change of sign is detected, each datum

point has the failure flag set. The failure detector program sets all failure flags after using the
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data, and if any failure flag is still set at the next pass of the failure detector, the data has not

been updated.

The Raw Data Errors

When the failure detector begins to process the data, two types of errors, other than communica-

tion errors, are examined. Each value in the data array is compared with an array of data saved

after the last pass. If any rate of change of a datum point exceeds an individual preset limit for

that datum point, the corresponding failure flag will be set. This rate of change is calculated as

RATEFAIL = DATUMOLD - DATUM
TIMESLP

where DATUMOLD and DATUM are the individual datum points from last pass and this pass,

respectively. The failure flag for that datum point is set if

IRATEFAILI2 RATEFMAX

where RATEFMAX is the maximum rate. The errors detected include noise bursts in the data

and failure of the AID converter for one sample.

The second type of error are the failure limits. If DATUMMIN ~DATUM ~DATUMMAX for

each datum point, no failure is assumed. If DATUM lies outside the range of the minimum

datum value, DATUMMIN, or the maximum datum value, DATUMMAX, the failure flag is set.

This detection is for failed transducers which have gone to the extreme limit. The rate and the

limits should be coordinated to detect a transducer failure because the analog filters on the AID

inputs may allow several samples of high rate before the limit is reached. The failure should be

detected at the start of the first large rate.

The data array from the last pass is updated with the new data after the two failure checks are

made, even if a failure flag has been set.
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The Detector

The failure detector functions to "freeze" the datum point if a failure is detected. If the

"freeze" remains for a preset time, action is taken to alert the dispatcher and allow manual up-

dating. The failure detector should function every pass of the algorithm for every datum point

even though a specific datum point is not being used because of manual entries.

The detector is based on a single timer per datum point. The timer is limited to work between

zero and a maximum time. If the computation with the time increment drives the timer beyond

these limits, the timer is reset to the applicable limit. Thus, if TIMEA ~0, then TIMEA is set to 0,

and if TIMEA2TIMEAMAX, then TIMEA is set to TIMEAMAX. This limiting is done at the

end of this failure detector section of the algorithm.

If the failure flag is set for any cause for a datum point, the timer is calculated

as TIMEA = TIMEA + TlMESLP. If the failure flag is clear, then TIMEA = TIMEA

- TlrSESLP. The unbalanced timing allowsextra time for the "thawing" process to ensure that

the failure is not continuing or "chattering." If the failure is intermittent, the timer will

eventually time out rather than remaining in the timed state indefinitely.

After the new time is calculated, and the timer is limited, all the failure flags are set for every

datum point. This ensures that the lack of new data in the data array will be detected, because

the entry of new data will clear the failure flag.

The Data "Freeze" Process

This section of the failure detector works with the mode of operation for each point. The dispat-

cher should be able to select the following modes for any datum point:

l. "Off' mode to set the final datum point to a fixed value, usually zero. Some points may be

set to other values such as 60.0 Hz for frequency.

23



2. "Man" mode for manual dispatcher entries. The final datum value is entered by the dispat-

cher and the datum remains at that value until another entry is made.

3. "On" mode for primary channel mode. If the primary channel is available for the data, the

primary channel data is placed into the final datum point. The primary channel will always be

used if the primary channel TIMEA is zero. If TIMEA is not zero, the alternate channel

datum is used for the final datum point. When the TIMEA of the primary channel again

becomes zero, the primary datum is again used.

4. "Alt" mode for the alternate channel. This mode forces the alternate channel datum for

the final datum point. The timer and datum for the primary point is ignored. This is used

when the primary channel is being tested or repaired.

5. "Pri" mode for using primary datum only. This mode is used if there is no alternate chan-

nel or if the alternate channel is being tested or repaired. The alternate channel timer and

datum point are ignored.

The "freeze section transfers the raw datum to the final datum without disturbing the raw

datum. This transfer is done under the control of the mode, the timer, and the alternate channel

map data.

If the mode is "off," the preset value for the datum is put into the final datum and the timer and

raw datum are ignored. If the mode is "man," the manual entry by the dispatcher is used and

the timer and raw d8tum are ignored. The manual value is initialized to the last value of the final

datum before the mode becomes manual. If the mode is "pri," the primary timer is checked. If

the timer is zero, the primary raw datum is transferred to the final datum. If the timer is not

zero, the final datum from the last pass is used and the raw datum is ignored. If the mode is

"alt," then the alternate timer is checked. If the timer is zero, the alternate raw datum is used

for the final datum. If the timer is not zero, the final datum from the last pass is used.
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If the mode is "on," then the primary timer is checked. If it is zero, the primary raw datum is

used for the final datum. If the timer is not zero, the timer for the alternate datum is checked. If

it is zero, the alternate raw datum is used for the final datum. If it is not zero, the final datum

from the last pass is used. If no alternate datum channel is specified, the operation is the same

as for "pri" mode.

Provisions should be made for creating either primary data, alternate data, or both using several

of the raw data readings. A table may be used to allow several raw readings to be added or sub-

tracted to obtain the final value. These tables should allow a variable number of combinations to

form anyone datum point and allow either addition or subtraction. Further, the total table size

should allow at least two combinations for every datum point. If anyone timer from all the com-

bined data points is not zero, then the composite timer is not zero. If anyone timer from all the

combined data points is at maximum, then the composite timer is at maximum. This imposses

heavily on memory but allows needed flexibility to modify the AGC data as the power system ex-

pands and grows.

The Mode Changer

The mode changer section looks at the timers referenced in the previous section and decides if a

mode change is necessary. If the mode is "off' or "man", no action is taken. If the mode is

"on", "pri", and "alt", the timer is checked. For the "on" mode, if the alternate timer exceeds

the maximum time for the individual channel, the mode is switched. If no alternate channel ex-

ists, the primary timer is checked. For the "pri" mode, only the primary channel timer is check-

ed. For the "alt" mode, only the alternate timer is checked. The mode is always switched to

"hold" and an alarm is generated. The "hold" mode is not available to the dispatcher entry.

The last final datum is used for the new final datum. The dispatcher may change the mode as is

desired. If the dispatcher changes to the "on", "pri", or "alt" modes and the timers are at the

maximum, the mode will immediately change to "hold" again. In the "hold" mode, if the

primary or alternate timer returns to zero, an alarm is generated to alert the dispatcher that the

data is ready for service. Only the dispatcher can change the mode to "on", "pri", or "alt."

The "time out" alarm and the "return" alarm should not be sent to the dispatcher more than
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once every 30 seconds, in the event that several data points time out or return within the 30

seconds.

The "Soft" Limiter

The soft limiter detects when any final datum is greater than limits provided by the dispatcher.

If the final value exceeds either the upper or lower limit, the value used in the CRT display

blinks and an alarm is generated. Again, the alarm should not be output more than once every

30 seconds to avoid confusion if many channels exceeded limits within a short time.

The "Jump" Detector

If a raw datum point suddenly changes because of noise and then returns, the rate of change

detector will be activated, the timer will time for a short while, and the signal will return to nor-

mal. However, the same effect may be present for the tripping of an intertie and the failure

timers would not detect the problem. Thus, a final jump detector alarms the dispatcher and

flashes the value on the CRT. This jump detector places the final value in a special array for

every datum point where the timer is zero. The "off', "man", and "hold" modes are not in-

eluded. The timer may be either primary or alternate depending on the mode. If the timer is not

zero, the data in the special array are not updated. When the timer returns to zero, the data in

the special array are compared to the present final value of the datum. If the difference exceeds

a preset amount, an alarm is generated and the value is flashed on the screen.

Table Characteristics

The constants for raw gain, offset, "off' value, maximum time, maximum rate, maximum limit,

minimum limit, and maximum jump are set by the engineer. The tables for combining the raw

data and for alternate channels should be constructed by the engineer.

The dispatcher should have available on CRT displays the final datum for each datum point and

the mode of the datum. If the mode is "hold", the mode display should flash. Appropriate col-

ors should be chosen for the remaining modes. If the dispatcher selects a specific datum point, a
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separate format displaying the raw datum, the mode, the limits, and the timers should appear.

The ability to change modes, limits, and enter manual datum should be provided.

The failure detector requires many tables and arrays to function but the insurance of consistent

and coherent data is provided with a minimum amount of dispatcher interaction. Fortunately,

the total amount of AGC data required is not excessive.

Intertie Power Measurements

Failure Detector Characteristics

See figure 7. The sum of the intertie power measurements are required to form PAS. The

method of selecting which interties are to be monitored must be versatile and able to be chang-

ed as system conditions, metering points, and the number of interconnections change. Initially,

only the telemetered analog readings will be used for the intertie summation, but provisions are

made in the failure detector to use the data from the three PMSC systems as alternate sources of

the readings in the future.

Several constants are used by the failure detector module. The first constant is the limit for

failure detection, RATEFMAX. Initially the limit can be set to the initial slope of a power ex-

ponential decay with a time constant of 3 seconds and an initial value of 30 percent normal

capacity. Thus, if the line normally reads 100 MW, the limit would be 10 MW/s. The next con-

stants are the failure limits. These limits should be set to a little less than the maximum and

minimum signal available from the transducer or telemeter channel. The maximum timer limit

should be set to 12 seconds. If the data is bad for more than 12 seconds, an alarm is generated.

Should the failure contact be restored in 11 seconds, it would take approximately 30 seconds

for the timer to time out and then time back. The amount of "jump" allowed during the timing

process should be about 20 percent of the normal tie line flow.
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Alternate channels for reading the intertie power may be available. These alternate channels

must be sampled each execution of the algorithm although the data are not used. The same

failure detector must be operative. If the primary data source times out, then the alternate

source is automatically used unless it is also timed out. If the the alternate data originates from

the PMSC systems, the data may have a maximum transport delay of 4 seconds through all the

computers and communication lines and a measurement delay of 2 seconds maximum at the

RTU. The total time from the actual sampling of the data at the transducer to the use of the data

within the AGC algorithm must be less than 6 seconds. Delays longer than this create serious

phasing or incoherent data problems in the AGC control.

Data Delay Limits

Difficulty arises in processing data through several computing systems connected in series.

Each computer must store the data as the data passes through, and passing data between the

processors usually must wait on scan times. Thus, the limit of delay times for a signal become

important. As the requirements demand short delays, the cost of equipment rises quickly. The

6-second limit prescribed in this report is based on the errors in coherency on a l-cycle-per-

minute signal (see Timing Constraints section).

If two identical signals with an amplitude of 1.0 per unit and no phase shift are added together

(similar to summing tie line power) the resultant signal has an amplitude of 2.0 per unit and no

phase shift. If one of these signals are delayed by 2 seconds, the resultant signal has an

amplitude of 1.989 per unit with a phase lag from the first signal of 6 degrees. For a 6-second

delay, the amplitude is 1.902 per unit with a phase shift of 18 degrees. This is an amplitude er-

ror of 4.9 percent. An 8-second delay results in an amplitude of 1.826 per unit with a phase shift

of 24 degrees and an error of 8.7 percent.

At this frequency of 1 cycle per minute, the amplitude need not be extremely accurate since only

control is needed and the effects of the errors will average out for the marketing and accounting

procedures. A 5-percent degradation of signal and the addition of approximately 20 degrees are

a reasonable tolerance within the control loop, and no more than 6 seconds of delay should be

allowed.
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If all signals are delayed the same amount, the amplitude will not be affected, but a phase shift

within the control loop will occur. The shift will be 36 degrees for a 6-second delay and 48

degrees for an 8-second delay. In this situation, the 36-degree shift is almost a burden to the

control system.

Tie Line Calibration System

A system for automatically correcting the calibration of each intertie reading will be used. Each

intertie reading will be individually integrated to ol}tain megawatt hours. At the beginning of

each hour, the integrations will be saved and the integrators reset to zero. The results of these

integrations will be compared to the energy data (MW .h) for the intertie by the Power and

Energy Scheduling program before calculating SHADE. If the absolute difference between the

readings is less than a preset limit (initially set to 2 percent of the normal interite power level

times 1 hour), a calibration factor is formed. If the difference exceeds the limit, an alarm is

generated indicating a suspected bad energy reading with the intertie specified and the SHADE

calculation should not be performed until the energy readings are verified. If the channel

providing the readings has timed out during the past hour, no alarm or calibration factor should

be generated. The integration should be made using the data after the failure detection logic.

The calculated energy value (MW .h) should be available for analysis even though it is not used

in the calculations. The final calibration factor should be the weighted average of the hourly

calculated factors.

The calibration range of each channel should divide the power scale between the maximum

power limit and the minimum power limit into 10 zones with 11 boundary values, PABOUN.

Each hour the calculated energy reading should be divided by 1 hour to obtain the average

measured power over the entire hour. The zone for this average power should then be found. If

the flag to detect the hold mode, FP AILH, is not set, a calibration factor should be calculated as

Energy measured for the tie line
KCALX=

PAILH

KCAL = KA(KCALX) + KB(KCAL),
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and the value placed into the zone location. The quantity PAILH is calculated by the AGC

algorithm and is the tie line energy for the last hour. These constants are calculated by the

Power and Energy Scheduling program. Then, for every execution of the AGC algorithm, every

intertie reading should be assigned to the proper zone (after the failure logic) and the reading

multiplied by KCALN of that Nth zone. The resultant adjusted reading is then used for the tie

line summations. The KCAL for all zones of all interties should be initialized to one. The

calibration constants should be available for change by an engineer. The constants KA and KB

are calculated by assuming T, the sampling period, is one hour. The time constant, 7, is 10 hours

and the doc gain is 1. Because

KA = docgain (l - e - TiT)

and KB =e-TiT.

Then,

KA = 0.095

and KB = 0.905.

This selection of constant allows the calibration to be changed very slowly over a period of days

and weeks, and the error in any 1 hour operation will not seriously affect the channel

calibration.

Summation

All interties should be summed together to give a total metered interchange in megawatts. Final-

ly, a manual entry for "unmetered interties" should be provided for the dispatcher and added

to the total metered interchange to create the total interchange power for use by the ACE. The

intertie readings may be summed according to utility groups for use by the Power and Energy

Scheduling program using the tables in the Failure Detector module. There is no need to pro-

vide averaging of filtering of the summation because the failure detector efficiently removes

large excursions.

A summation of the tie line powers in the "off', "man" or "hold" mode is calculated for
display to give the dispatcher an indication of how much interchange is not being currently

monitored.
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Frequency Bias

Refer to figure 8. The frequency measurement, FA, is obtained from either a transducer near

the ECS computer to monitor the "east" system frequency or the time-error equipment. The

reading of the transducer is sampled by the AID converters just as for the telemetered tie lines.

The frequency deviation from the time-error equipment is in BCD. The same failure detection

logic should be used as for the tie lines. The frequency for the "west" system may be

telemetered. The same failure logic as for the tie lines should be used. Another source for the

"west" frequency may be from communication with the Yellowtail powerplant generation con-

troller (PPGC).

The same versatility to use alternate channel for both east and west should be provided as for tie

lines. The failure rate limit should be initially 0.03 Hz/s and the maximum and minimum fre-

quency limit should initially be 60.2 and 59.8 Hz. Two checks should be made on frequency

before the failure detection logic. First, if the raw frequency on the primary data channel (or

alternate if the alternate was used last pass) exceeds 60.1 Hz or goes below 59.9 Hz, an alarm

should be generated indicating a frequency disturbance. If the raw frequency exceeds 60.2 Hz

or goes below 59.8 Hz, the AGC should be switched to the "suspend" mode and an appropriate

alarm generated. There should be no digital smoothing of the frequency signal and no

calibration curve need be used. (The smoothing filter on the flow chart is for droop calculations.)

The analog signal may have a filter which is equal to or less than a simple 3-second filter. All

limits for the frequency and selections of modes and alternate paths should be provided as for

the tie lines. A manual substitute entry should be provided when the frequency is "man."

However, the control can be also changed to "constant net interchange" mode by the

dispatcher should a sustained loss of frequency signal occur.

The frequency schedule, FS, should be a manual entry in hertz for the dispatcher through the

Power and Energy Scheduling program.

The bias, B, is a value determined once a year from AGC operational information and is entered

manually. The bias is in megawatts per 0.1 hertz and is always negative. The bias is normally set
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to approximately 2 percent of the yearly peak generation. Exact calculation procedures are

presented in the NAPSIC manual [1].

Time Error and Sensitivity

Refer to figure 9. The system time, TA, and the scheduled time, TS, are normally determined us-

ing hardware. This hardware compares the system time determined by a clock connected to the

system frequency, and the standard time decoded from WWVB signals. The output of this

package is usually time error in seconds where a positive error indicates that the system is faster

than the standard or that a sustained over generation has occurred. Thus

TIMEER = TA - TS.

Since the equipment usually requires a long warmup and stabilization time, a contact indicating

when the equipment is operating correctly is normally provided. The dispatcher can change the

mode to "tie line bias with time error" at his convenience. The data are normally input into the

computer as binary coded decimal (BCD). A method of manually entering the current time error

into the hardware package should be provided so that when the equipment is initialized, the

time error can be set to a value provided by a neighboring utility.

The equipment often develops a frequency deviation signal in BCD as well as time error. Such a

frequency deviation signal can be used by the AGC for the frequency input but an alternate

source of frequency signal (or redundant time error equipment) must be provided. The same

limits and failure detection logic should be used for the BCD input as used for the analog fre-

quency transducer.

The time error is usually limited to a maximum or minimum value to ensure that a large time er-

ror does not unnecessarily bias the ACE. This limit is usually set to plus or minus 5 seconds but

should be adjustable. The limit theoretically should be the same for all AGC systems that share

interties to keep the inadvertent interchange from accumulating. The time-error constant, KT,

converts the time error to megawatts and has the units of megawatts per second. This quantity
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KT is the product of the bias, lOB, and the sensitivity, KTS, in hertz per second, and is always

negative because B is negative. All interconnected areas should use the same sensitivity to avoid

inadvertent interchange.

If a 3-second time error is to be corrected in 5 hours,

(Time error in seconds) (60 Hz/s)
KTS=

(Hours for correction) (3600 s/h)

KTS = 0.01 Hz/s.

MAPP Signals

Refer to figures 10, 11, and 12. The Mid-Continent Area Power Planners (MAPP) coordination

center in Minneapolis, Minn. may send signals to the ECS computer in the future. These signals

will come over computer-to-computer links using ASCII aynchronous transmission. The actual

signals have not yet been specified but two possible signals should be recognized for future

implementation.

Inadvertent Interchange and Time Error Coordination

The first signal is an inadvertent interchange and time-error coordination signal that is in hours

[5]. The modules described for this signal will not be included in the algorithm. The description

and flow charts are included for future reference. The signal should be sent every hour and the

failure of the signal should be determined by the fact that it had not been received by 15

minutes after the hour. A manual entry should be provided to allow the dispatcher to use a

number provided by phone. The useful signal limits should be 1 hour minimum and 24 hours

maximum and be adjustable by the dispatcher by hours. If a zero is either transmitted or

manually entered, the signal processing logic (to be described below) should be removed from

the summation of the ACE.
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The signal would be used to automatically calculate the time error sensitivity as

lOB
KT =

60 KMAPP
MW/s

where KMAPP is the MAPP coordination signal.

Also the signal would be used to provide a bias for inadvertent interchange. The inadvertent in-

terchange would be continuously computed from the integral of the difference between the ac-

tual interchange. Thus

IIC =fiPAS - PS)dt

where IIC is the computed, instantaneous inadvertent interchange in megawatt hours and dt is

in hours. Positive IIC implies that excess generation has taken place. The quantity PAS is the

sum of the intertie measurements after the failure detection logic and metering correction fac-

tors. The metering correction factors are extremely useful in this computation. The value of PS

is the actual schedule including the dynamic schedule and SHADE. When the inadvertent inter-

change is calculated by the Power and Energy Scheduling program (as soon after the hour as

possible), the value should be substituted into the integral to reinitialize it. The value of the in-

tegral should be stored at the end of each hour and when the inadvertent interchange is

calculated, the present value of IIC (which is several minutes into the hour) should be subtracted

from the value of IIC at the start (or end) of the hour. Then this difference is added to the value

of II. This dynamic II should be divided by the MAPP signal KMAPP giving a power bias to

ACE.

The coordination signal depends on the mode sent by the MAPP coordination center. As a part

of the message from the MAPP center, the mode of the signal should be transmitted. The two

modes are "off', implying the signal is not for use, and "on", implying the signal is ready to be
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used. The ECS should transmit back to the MAPP center any information required by MAPP

and the mode of the use of the signal which may be "off' implying the signal is not in use and

"on" implying the signal is in use.

Power Bias

The second signal type which may be sent from the MAPP computer is a power bias. This bias

would be directly added to the ACE, and would represent a continuously changing loading bias

for the control area in relation to other areas. The signal would be transmitted every 2 seconds

from MAPP and monitored by the normal failure detector. A mode of "off' and "on" would

also be transmitted. The signal would be limited and multiplied by a constant, KMB, before be-

ing used by the ACE. The MAPP bias signal would then be

PMB = KMB(PMAPP)

where PMAPP is the transmitted bias in megawatts and a positive value will lower generation. It

should be realized that special accounting procedures would be required with this signal

because the signal forces inadvertent interchange to occur.

Summation

Refer to figure 13. The general equation for ACE for "tie line bias with time error" mode is

ACE =
(

PAS - PS + K~I;pp) - lOB (FA - FS) - lOB
(60 K~APP )

(TIMEER)

where PAS is the sum of the interchange readings after the failure detection logic (and

calibration, if provided,) and includes a manual entry for "unmetered interties." The value of

PS includes the fixed schedule, the dynamic schedule, and SHADE. The value IIC is the integral

of PAS minus PS. The value KMAPP is the MAPP coordination signal. The bias, B, is negative
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and in megawatts per 0.1 hertz. The value FA is the actual system frequency after failure

detection logic, FS is the frequency schedule set by the dispatcher, and TIMEER is derived

from time-error equipment.

If the MAPP signal, KMAPP, is zero, then

ACE = (PAS - PS) - 1OB(FA - FS) - KT(TIMEER)

where KT is the time sensitivity factor in megawatts per second. If MAPP sends a power bias

signal instead of the KMAPP, then

ACE = (PAS - PS + PMB) - 1OB(FA - FS) - KT(TIMEER).

If the "tie line bias" mode is selected, then

ACE= (PAS- PS + PMB)- lOB(FA - FS).

Notice that if time error is not calculated, the MAPP coordination signal cannot be used. If the

MAPP bias is not being received, then

ACE= (PAS- PS)-lOB(FA - FS).

For the "constant frequency" mode,

ACE = - lOB(F A - FS)

and no MAPP signals are used. For the "constant net interchange" mode,

ACE = PAS- PS

and again, no MAPP signals are used. When the "suspend" mode is used, ACE is calculated ac-

cording to the last active mode in use (initially the "tie line bias" mode) as a monitor of activity.
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No generator controls are sent to the plants. Finally, an "out-of-service" mode should be

available to completely disable the algorithm from execution. This mode should be used only by

the software maintenance personnel to allow making changes in the program without totally

removing the algorithm from the executive queue.

The value of "raw" ACE should be displayed for the dispatcher and also recorded on a strip

chart as a permanent record as suggested by NAPSIC. Also recorded on strip chart recorders

should be the "Net Interchange" or PAS, and system frequency (this may also be recorded

directly from the transducer). The modes of ACE may be selected from a CRT display which in-

dicates the various paths that can be used to form the ACE. Symbols similar to breakers in a

switchyard allow the various paths to be used.

MODIFICATION OF THE AREA CONTROL ERROR

After the "raw" ACE is formed, some detection systems, modifications, integrations, and gain

adjustments should be performed.

Response to Area Control Error

The generators are required to respond to two activities of the area control error. The first ac-

tivity is the slow system movements due to average load shifts as the power system loads and

unloads in a daily cycle. These shifts are usually slower than the variations found in a 2-minute-

per-cycle sinusoidal variation. Normally the governors can follow these variations without dif-

ficulty. The second activity of the area control error which requires a response is the sudden

shift in ACE due to loss of a large load, tie line, or generator. These disturbances may require

that several governors respond together to obtain a rate of change of power sufficient to

reasonably offset the disturbance. The number of generators responding should be reduced as

soon as the area control error begins to return to normal. This is usually called "emergency

assist." The nature of ACE during a disturbance is usually a sudden large offset. The most that

can be expected of the governors (with dashpots bypassed) is a substantial response in 15 to 20
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seconds. This is approximately equivalent to the initial rise in a sinusoidal waveform of 1 cycle

per minute.

Emergency Assist Detector and Alarms

Refer to figure 15. The emergency assist level of "raw" ACE should be set above normal raw

ACE activity but within range of a serious disturbance. An initial setting will be plus and minus

twice the maximum allowable ACE4 under normal conditions as suggested by the NAPSIC

operating criteria [1]. When the raw ACE exceeds the limits, the gain (used later in the

algorithm) should be changed as

GAIN = GAINN
(

ACE
)ACE level for emergency assist switch

where GAINN is the gain used for normal activity. This gain equation essentially provides a

square of the error control. It is important that ACE not be increased so that the filters and

predictors that have been selected for use will respond in a normal manner. An alarm should be

generated indicating an emergency assist is in progress. Also, a flag should be set to indicate to

the filters and the allocators that the emergency assist is in progress. The flag may be cleared at

the beginning of each algorithm execution..

Limiter

Refer to figure 15. After checking for the emergency assist, a maximum limit should be placed

on the ACE. This limit serves the purpose of limiting the maximum gain on the system and also

limits the dynamic range required by the filters. When raw ACE exceeds this limit, then

4 The maximum allowable ACE is designated as Ld by NAPSIC and is equal to 0.025 times the

greatest hourly change in the net system (native) load with 5 MW added after the product is

formed. This value is determined annually.
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ACEA = ACEMAX

depending upon the sign of the ACE. Otherwise,

ACEA = ACE

The limit will initially be set to 2.2 times the ACE level for emergency assist or 4.4 times the

maximum normal ACE suggested by NAPSIC. The limiting ACE will provide generation change

five times stronger than the change at ACE level for emergency assist. An appropriate alarm

should be generated.

Filters

Refer to figures 16 and 17. Three possible paths are available for the ACEA as chosen by the

dispatcher. They are:

1. No filtering.

2. Digital smoothing filter with the integral of ACE.

3. Probability filter.

These filters are available to reduce the activity of the governor commands by removing the ran-

dom load disturbances. The filters do not provide any "improvement" of the overall control ef-

fort but do provide for varying amounts of activity of the governors. With no filtering, the activi-

ty is at a maximum.

The Digital Smoothing Filter

The digital smoothing filter is useful for removing rapid, random load variations that are

reflected in the ACEA. The time constant should be set to about 20 seconds and the gain should

be set to one[2].
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The equation is

ACEB = (gain) (1 - e - TIT)(ACEA) + (e - Th) (ACEB)

where T is the time period between algorithm executions in seconds, and 'T is the time constant

in seconds [13]. For, gain = 1, T = 2 seconds, 'T= 20 seconds. Then

ACEB = (1- e - 212°) (ACEA) + (e - 212°) (ACEB).

The quantity TDSF is e - Th and if TDSF is set to zero, the digital smoothing filter is removed.

A dead band for ACE is also used ahead of the filter, although the dead band will initially be set

to zero.

When the emergency assist flag is set then

ACEB = ACEA.

This condition should remain for at least 120 seconds after the emergency assist is cleared

before the filter becomes active again. This allows the control to recover from the emergency

assist gain change before filtering out random noise again.

It is often beneficial to use the integral of ACE with ACE to form a composite signal. Although

the integral of ACE has the same composition as the MAPP coordinated inadvertent inter-

change and time-error correction for ACE, the limits and reset functions used with the integral

of ACE add to the control flexibility. The integral of ACE should be limited by a non-windup

limit so that sustained offsets due to time errors or frequency errors are limited and respond im-

mediately to trends opposite to the limit. Also, the integral of ACE should have a windup limit

set about 0.75 times the non-windup limit. The integral should then be multiplied by a constant.

If the constant is zero, no integral of ACE is used. A reset is also provided for the integral of

ACE to allow the integral to return to zero if the integral is offset for long periods of time from

some abnormal condition. The reset time is calculated as
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T
TIRS=-

7

where T is the sampling period in seconds (2 seconds) and 7 is the reset time initially set to 900

seconds (15 minutes). If TIRS is set to zero, the reset function is removed.

The Probability Filter

The probability filter [2] is a most difficult filter to understand. However, a correctly tuned filter

can greatly reduce governor activity with only a small increase in ACE magnitude. The filter at-

tempts to recognize three types of ACE signals that need control and tends to reject the remain-

ing ACE signals as "probably not needing controL" For these rejected signals, the ACE natural-

ly returns toward zero and needs no control. The three types are:

1. The ACE which does not cross zero after a preset time.

2. Average signals which move away from zero at a medium rate and have a larger amplitude.

3. Slow moving averages of ACE about zero which require correction.

The setting of the filter is somewhat arbitrary since the benefit cannot be measured in "better"

control but rather in "quiet" control. Unfortunately, each person has a different idea of what

these terms mean. Each of the three elements which detect the three different types of signals

work independently. The output of the filter is simply switched on and off by these elements.

Thus, the filter elements determine only when the filter is open (ACEP= ACEA) or closed,

(ACEP = 0). Since the predictor stages and allocators would not benefit from gain changes (i.e.,

ACEP = 2 ACEA for some conditions), only a gain of one need be provided for all three

elements. Each filter element is independent and several elements may be open at a given time.

However, the output for the total open filter remains ACEP = ACEA. Each element closes by

sensing a "zero crossing" of the controlling variable.

The first element opens when ACEA does not cross zero for a specific length of time, and closes

when the ACE has just crossed zero. The timer will initially have a limit of 60 seconds.
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For the second and third element, the integral of ACE must be formed. The integral is

IACEP =f ACEA dt where the integration may be the rectangular type, dt is in seconds, and

ACEA is in megawatts. This integral is not reset except when it is initialized to zero at power-up.

The integral has a limit. The limit stops the "windup" action of the integral and acts as a

hysteresis effect for the filter. When IACEP exceeds the maximum or minimum limit, IACEP

itself is set to the limit and the integral is stopped until ACEA reverses.

Both of the remaining elements are constructed the same but have different constants. Each ele-

ment generates the equation

A= K(ACEA)+ IACEP.

The A is compared to AMAX as

IAI2AMAX

and when IAI exceeds AMAX for a preset time limit, the filter opens. The filter closes when A

changes sign. The elements are initialized as though A has just crossed zero. It is important that

IACEPM, the integral of ACE limit, is never larger than the AMAX of either filter element.

When an emergency assist is flagged, the filter is opened and is closed a preset time after the

flag is cleared. This allows the emergency assist system to stabilize before being blocked by the

filter. The time limit will initially be set to 120 seconds.

The initial constants for the filter elements are:

1. Element 1, time limit of 60 seconds.

2. Element 2, for moderate ACE changes; KA= 30 seconds; AMAX= 100 Ld megawatt

seconds; time limit = 4 seconds.
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3. Element 3, for slow ACE changes; KA= 50 seconds; AMAX = 100 Ld megawatt seconds;

time limit = 10 seconds.

4. The integral limit is 60 Ld megawatt seconds. The value of Ld is found from the informa-

tion in the NAPSIC manual [1] for operating criteria. See footnote 4 in the Emergency Assist

Detector and Alarms section.

ALLOCATION OF THE AREA CONTROL ERROR

The allocation of the area control error is the most difficult concept in the AGC system. The

reason for the difficulty does not lie in control theory problems or implementation of any con-

cept but rather in the contradictory operational requirements of the generators and the AGC.

The control concept for AGC indicates that the best control can be obtained if no generator

changes output unless required to do so by the area control error. However, some generators

operate more efficiently if the generation can be quickly moved through a certain load range

and then maintained at a constant level. There may also be conflicts between water re-

quirements of the Missouri River and the rate of loading of the plants.

Many methods have been used to resolve this conflict, but the results remain essentially the

same. If a generator is forced to change generation when ACE does not require the change, the

ACE will be disturbed unless a generator with identical characteristics moves in the opposite

direction at the same time. This "counterramp" or opposite movement is possible to realize in a

powerplant where two generators of very similar type and response can be ramped opposite one

another. The concept can be extended somewhat if a power controller which forces a predictable

power response is used on generators of different types. Such a concept has been designed for

Grand Coulee Powerplant in Washington [6, 7], and can be used by other powerplants as well [3,

14]. The same concept can be used among several powerplants but the response of the plant can-

not be as completely controlled because of communications limitations, and thus, some ACE dis-

turbance will result.
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Other constraints also enter into the allocation process which hinders the completely permissive

AGC system. The dashpots on the hydroelectric governors are usually bypassed for generation

changes from AGC. It is not good for the stability of the power system to have more dashpots

bypassed than necessary because the bypassed governor system relies on other governors in the

system for damping energy. (This concept is also true if a governor is adjusted for faster

response than the governor can tolerate for an isolated load.) Thus, the allocator should attempt

to have a minimum of dashpots open at any time. The dashpots close after a preset time follow-

ing a pulse or a power requirment change. The closure time is usually 20 to 30 seconds.

The operational desirability of maintaining a generator at a "baseload" generation value also

constrains the allocator. If the generation at a plant drifts below the base load because of a head

or fuel fluctuation, and the ACE requires primarily decreasing generation, the generator will not

be returned to the basepoint for a long period of time. Some operators consider this a sign of

poor AGC control.

In view of these examples, the allocation process to be implemented in the algorithm is built

around four allocators, each using a different allocation technique and each serving a different

purpose. Ahead of the allocators is a gain stage to control the overall gain of the AGC system.

The four allocators are:

1. The allocator for mandatory ramps and set point control with counter ramps from other

plants.

2. The allocator for baseload units which may be ramped as ACE requires.

3. The allocator for plants on automatic control which utilizes participation factors.

4. The emergency allocator to take care of ACE which cannot be assigned to a plant by the

first three allocators.
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These four allocators are executed in order. The modes for the plant control are:

1. "Ramp" for plants requiring mandatory ramps and basepoints. A power basepoint, ramp

length, and ramp start time are entered by the dispatcher through the Generation Scheduling

program.

2. "Baseload" for plants which may be ramped as required by the area control error. The

power basepoint, maximum and minimum ramp rates, and basepoint change time are entered

by the dispatcher through the Generation Scheduling program.

3. "Automatic" for plants designated to control the area control error. These plants "par-

ticipate" in controlling the area control error using participation factors.

4. "Off' for plants that are not to have any control or allocation.

A possibility exists to add a "standby" mode in the future for plants that are "off' but can be

switched to "automatic" during an emergency. Present operating practices do not require the

"standby" mode.

Gain Stage

Refer to figure 18. Before the filtered ACE can be used in the allocators, a gain control must be

added. The use of the speed-level motor as the integrating stage has been eliminated by the use

of closed-loop power controllers around the plants. The concept of the power controller is

presented in the Plant Control section. Because the integration stage is necessary to the AGC,

the integrator must be placed elsewhere in the control chain. In this algorithm, the integrator is

incorporated at the front of the plant controllers. Another function of the speed-level motor in

early AGC systems was to provide the "gain." Thus, a certain number of megawatts of ACE

would be converted to a number of megawatts-per-second change in plant power. The closed-

loop power controllers also remove this gain effect and the new integrators have a gain of 1 sec-

ond. Thus, the gain stage essentially converts the ACE from a megawatt error signal to a
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megawatt-per-second signal, or the rate of change of power for the plants to satisfy the area con.

trol error. Adjustment of this gain changes the response time of the AGC system. If the gain is

low, the response will be sluggish. If the gain is too high, the AGC system may cause oscillations.

Thus, the gain is a very important variable. The equation is

ACERATE = - ACE X GAIN

where GAIN is the gain with the units of 1 per second. The emergency assist detector changes

the gain during period of high ACE. An initial gain of 0.033 per second gives a change of

generating power of 2 megawatts per minute for each megawatt of ACE. The resulting

ACERATE is allocated to the generators. The change of sign provides for the fact that positive

ACE must produce a reduction in generation.

The feed forward of the schedule ramps is included in the gain routine. The rate of change of

the ramp is calculated and added to the ACERATE. After all possible plants have been

allocated, no more can be done and the remaining allocation is discarded. If the remaining

allocation is larger than the AGC system minimum rate, an alarm is generated indicating the

allocator is at the limit of operation.

Powerplant Data and No-Response Detector

Refer to figures 19 through 22. Before the powerplants generation can be allocated, the data

coming from the powerplants must be updated. This is done by checking for the powerplant

controller type and updating data according to the type. The various types are detailed later.

1. The pulse controller and PID controller must have the plant power updated. No other in-

formation is available.

2. The closed-loop controller is associated with a computer system at the powerplant, usually

referred to as the PPGC (powerplant generation controller). If the data for maximum and

minimum plant rates and capabilities are not available from the PPGC, the values are entered

by the dispatcher through the Generation Scheduling program.
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The no-response detection for each plant is based on error integration procedures. An error is

formed by subtracting the actual plant power from the plant reference after the plant reference

has been filtered by a 20-second filter (to approximate the response of the plant). The resulting

error is then filtered by a lO-second filter to remove noise and add a small delay; the absolute

value is determined. The result is an error from the plant expected generation. The direction of

the error is determined and the error is integrated with the direction used to change the integra-

tion direction. Increasing errors increase the error integral and decreasing errors decrease the

integral. If the error remains within a dead band of 2 percent of the plant maximum capability,

the error integral is set to zero. If the error integral becomes greater than five times the max-

imum plant energy capability per second (units of megawatt-seconds), allocation to the plant is

stopped until the plant controller can correct the situation. If the error integral becomes greater

than 50 times the maximum plant energy capability per second, an alarm is generated and the

plant is set to the "off' mode.

A special case occurs for the plants with a pulse controller and no feedback. The allocator does

not use a reference and errors cannot be detected with a difference from reference. Therefore,

the desired plant rate is used as a reference and the actual rate of change of power is used as in-

puts to the no-response detector.

Ramp Allocator

Refer to figure 23. The ramp allocator is first in the series of allocators because any activity in

this allocator requires a counter-response of the remaining allocators. The ramp allocator is bas-

ed on the assumption that a generator must be held at a constant set point or ramped at a cons-

tant rate and cannot participate in any way with the area control error.

The ramp allocator should be used as little as possible because such generation movements do

cause the ACE to change. The plant responses for the "counter movement" are never identical

to the ramping plant. The mode is very useful for testing plant response, communication links,

and other maintenance problems as well as maintaining a plant at a given set point because of

water, fuel, or generator auxiliary equipment restrictions.
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The allocator is simple in concept. At the time requested for the start of the ramp, the plant

power requirement (not the actual generator power), PREQ, is compared to the set point,

PSTPT, and the generator rate given to the plant controller is:

PRATE =
PSTPT - PREQ

PRMPT

where the sign of the desired rate is set positive if the set point power is higher than the present

plant power requirement. This continues until the ramp time in seconds, PRMPT, changes sign.

Then the PRATE is set to zero. The rate for the remaining ACE allocation is

ACERATE = ACERATE - PRATTOT

where PRATTOT is the total rate found by summing the rate for each generator in the "ramp"

mode. This produces the necessary counterramp. Some limit checks are included to maintain

the ramps below the normal maximum ramp rates and the normal plant power limits.

Baseload Allocator

Refer to figure 24. The baseload allocator is the second allocator because the ramps for the

base load plants should be accommodated before the plants on automatic are asked to change.

This reduces the activity of the "automatic" plants. The baseload plants can participate in the

counterramps.

The dispatcher, through the Generation Scheduling program, provides:

1. The minimum desired loading or unloading time. The actual time will be much longer and

depend on the ACE available.

2. The new basepoint desired.
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3. The time when the basepoint should change.

The allocator first checks for the raise or lower inhibit based on the direction of ACE RATE and

ignores plants with the inhibit set. Then the plant reference (not plant power) is compared to the

basepoint. If a movement in the correct direction is possible, the percent of power error com-

pared to the normal plant capacity is calculated; then the necessary rate is calculated. The plant

farthest from the set point is selected. If the dashpot or dashpots at the plant are open, the plant

has a higher priority than a plant with the dashpots closed. This maintains a minimum of open

dashpots. The chosen plant is then allocated a share of the ACERATE up to the maximum the

plant can use, a new plant requirement is calculated, and the ACERATE is reduced. If emer-

gency assist is in progress, the emergency rates are used. Each plant on baseload is used once in

this procedure. Any remaining ACERATE is handed to the "automatic" allocator. The maxi-

mum rate allowed for each plant is calculated from an inverse solution of the plant rate filter.

Automatic Allocator

Refer to figures 25 and 26. The allocator for the plants on automatic use participation factors to

distribute the remaining ACERATE. These "participation" factors are used to define the

starting point for the allocation. They are used to allow the plant farthest from a limit or the

plant that dispatcher wishes to favor to have the most allocation. This also allows for future eco-

nomic and water dispatch algorithms to have a method of controlling the allocation. The

participation factors are provided by a manual entry from the dispatcher though the AGC

Display Input program or by the following algorithm. The following algorithm allows the plant

allocation to "float." Allocation is on the basis of the plant farthest from the limit.

The upper and lower normal power limits of each plant are subtracted to provide the power

range available to the plant. Then the raise participation is
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PARTR= E

UPPER POWER LIMIT -PLANT REF
UPPER POWER LIMIT - LOWER POWER LIMIT

UPPER POWER LIMIT - PLANT REF
UPPER POWER LIMIT -LOWER POWER LIMITplants on

auto

where the PLANT REF is the present plant power reference in megawatts, and the limits are

provided by the Generation Scheduling program, the dispatcher or data from the various plant

computers. The participation factor for negative ACERATE is:

PARTL= E
PLANT REF - LOWER POWER LIMIT

UPPER POWER LIMIT - LOWER POWER LIMIT

PLANT REF - LOWER POWER LIMIT
UPPER POWER LIMIT - LOWER POWER LIMITplants on

auto

If after calculation, the PLANT REF - POWER LIMIT term is negative or the upper power

limit minus the lower power limit term is zero or negative, the contribution to the sum should be

zero and the PART for that plant should be set to zero. If the PART for all plants is zero, an

alarm should be generated, and the remainder of this allocation bypassed. During the calcula-

tions, if the raise or lower inhibit is set for a plant, the appropriate PART should be zero and the

plant data should not be included in the sum. When the participation factors are entered by the

dispatcher or another computer program ("man" mode), floating calculations are still made to

ensure the plant, does not exceed a power limit.

The appropriate participation factors should then be used to divide ACERATE among the

plants on automatic. The total allocation is then summed after checking maximum rates (which

may reduce the participation of a plant). Any remaining ACERATE is passed to the assist

allocator.

Assist Allocator

Refer to figure 27. The final allocator is the "assist" allocator. Normally the dispatcher will pro-

vide adequate capacity to take care of the fluctuations of ACE. However, there may be times
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when the plants on automatic may all have inhibit flags set or may be operating at the maximum

rate.

This allocator creates arrays of all plant rates available for allocation. Plants unavailable include

plants "off' allocation or in the "ramp" mode, plants not responding, and plants which already

have maximum allocations.

The arrays arrange the plants into the following order:

1. Rates of plants on "auto" with dash pots bypassed from the smallest rate to the largest rate.

2. Rates of plants on "auto" with dashpots normal or closed from the smallest rate to the

largest rate.

3. Rates of plants on "base" with dash pots bypassed from the smallest rate to the largest rate.

4. Rates of plants on "base" with dashpots normal from the smallest rate to the largest rate.

If an emergency assist is in progress, the emergency power and rate limits for each plant are

used. The order is from smallest rate to largest rate because plants with little rates left usually

have already been allocated and overall plant activity is reduced. Further, the use of plants with

dashpots bypassed before plants with normal dash pots maintains a minimum number of

dash pots bypassed.

PLANT CONTROLLERS

The plant controller section of an AGC algorithm always forms the weakest link in the system.

This weakness is a direct function of the communications link with the powerplant and the abili-

ty of the powerplant to communicate to the AGC the constraints of the generators. There are

three basic types of plant controllers. The AGC algorithm will operate with any of the three
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systems. In all three systems, the plant controller determines if the plant requirement exceeds

the plant maximum and minimum power and sets the appropriate inhibit flag.

Pulse Controller with No Feedback

Refer to figure 28. The system with the poorest control characteristics but the simplest com-

munication is the pulse controller with no power feedback. This system uses the speed-level

motors in the plant as the integrating element in the AGC concept.

A "plant allocator" which allocates the pulses to the individual generators usually exists from

previous AGC systems. The greatest problem with this control is that the gain is not constant for

every pulse. The governor dead bands, speed-level motor hysteresis, or changes in gain of the

water columns or boiler characteristics produce an unpredictable amount of power change for

each pulse.

However, many plants have such controllers, and conversion to the more predictable controllers

cannot be made immediately. Therefore, a plant controller for this type of system is necessary to

include in the AGC algorithm. Such plants must transmit the total plant generation back to the

master AGC algorithm over a telemeter link. The same concept for determining the validity of

the data is applied to this transmission as is used for tie line data. The plant requirement is

always the same as the plant generation. The pulse is generated from the PRATE developed by

the allocator as

PULSLEN = PRATE X GAINSLM

where PULSLEN is the length of the pulse, PRATE is the rate allocated, and GAINSLM is the

gain of the speed-level motors. The speed-level motor gain is determined emperically by ramp

tests on the plant. The minimum rate used by the allocator forms the dead band of the pulse.

The maximum rates are determined by a maximum pulse length. Positive pulse length is for

raising the generation and negative pulse length is for lowering the generation.
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Another problem with this controller is the inability to detect a no-response or slow-response

condition. Before any response can be detected, the governor must be allowed to open the gates

or valves. However, during this process, many pulses may be sent for which there is no response.

This greatly reduces the effectiveness of the AGC system, regardless of the careful filtering and

allocation used within the AGC. It should also be noted that the control is permissive since

PRATE never opposes the ACE (except in ramp mode). The dispatcher must manually enter the

maximum and minimum power for both normal and emergency plant operation. The dashpot

bypass flag should be set any time a pulse is sent to the plant and should be cleared when no

pulses have been sent for a time equivalent to the dashpot reinsertion time. Since the system is

completely permissive, no ACE should be used at the plant allocator hardware located in the

plant. If it is used, the "ramp" mode for the plant is totally useless.

Pulse Controller with Power Feedback tPID)

Refer to figure 28. The next level of control is the use of power feedback around the plant. The

advantage is that limits may be easily sensed without waiting for the governor response. Also,

some of the change of gain from water columns or boiler characteristics is eliminated. However,

the response characteristics of the plant change as the various generators in the plant respond

to the pulse. The plant allocator should attempt to allocate the pulse to one generator only at a

time so that the gain remains essentially constant. Sudden gain changes cause the derivative

terms to be large and the control is poor. Unfortunately, most hardware plant allocators do not

have these characteristics.

This restriction does limit the speed of response of the plant. For the emergency assist, an

emergen~y signal may be sent to the plant to allow all generators in the plant to respond to a

pulse.

The PID algorithm does not use the speed-level motor as an integrating element for the AGC

system. Instead, an integrating stage is placed ahead of the controller to convert PRATE to a

plant power requirement. Thus,
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PREQ = PREQ + PRATE (TIMESLP)

where PREQ is in megawatts and PRATE is in megawatts per second. The PREQ is initialized

to the present plant power at mode changes and after a transmission failure is reset by the

dispatcher. Another term providing frequency regulation compensation for the plant should be

calculated. This term allows the governor droop to operate unhindered. The term is

FAD (PPEMX)
PDROOP = DROOP (60 Hz)"

Where FAD is the system frequency difference in hertz, the 60 in the denominator is the base

frequency in hertz which converts the frequency deviation to per unit (pu), DROOP is the

generator droop in pu frequency per pu power (usually 5 percent, or 0.05 per unit), PPEMX is

the maximum plant capability in megawatts as entered by the dispatcher, and PDROOP is in

megawatts. The droop is usually based on the maximum gate or full throttle which is sometimes

more than the PPEMX and the droop should be adjusted to 3 or 4 percent as required. This

droop compenstion should be used for all modes of plant control including basepoint and

automatic modes.

The actual plant requirement then becomes

PREQ = PREQ + PDROOP.

The plant error is then

PRATP= PREQ- PPLT-(GAINDERx PPDER).

Where PREQ is the requested power, PPLT is the actual power, GAINDER is the gain of the

derivative and PPDER is the actual power derivative. The algorithm also filters the derivative.

The actual plant power is the total power signal received from the plant by telemetry of PMSC
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signals. After these calculations, the pulse control subroutine (used for plants without power

feedback) is used to provide the proper pulses.

Closed-Loop Plant Controller

Refer to figures 28 and 30. The best control that can be obtained is to close a power feedback

around each separate generator with a predictor-corrector system. This allows:

1. The gain and the response time of each generator to be predicted.

2. The constraints of each generator to be detected, such as gate limit, load rejection, and

separation of the plant from the rest of the system.

3. The plant operator to have a better control and oversight over the operation of the in-

dividual generators.

This type of control depends on having a powerplant generation control (PPGC) computer

located at the plant. Such a computer is recommended at least for the plant that normally is us-

ed to control ACE. Examples of such controllers is given in references 3, 6, 7, and 14. These

references provided indepth discussion and description of the closed-loop plant controller.

The PPGC should have the normal error detecting equipment to ensure its proper operation.

Therefore, there is no need to check for slow- or no-response of the plant. The no response will

be signaled by the lack of a transmission signal from the plant every 2 seconds. If a correct

transmission is not received for 30 seconds, the inhibit flags are set and an alarm is generated.

The signal sent to the powerplant is

PREQ = PREQ + PRATE.

There is no need for compensation with frequency because the PPGC should care for that con-

cept. The PPGC should transmit in return the plant power, and also the number of dashpots
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bypassed, the maximum and minimum plant limits, and perhaps the maximum and minimum

plant rates. Thus, the constraints are generated at the plant itself rather than interpreted by the

dispatcher. The message formats are discussed under the subheading The Plant Communica-

tions Link.

Joint-Owned Units

Refer to figures 21 and 29. The concept of joint-owned units seems rather simple at first glance.

The requirement of each owner is summed to produce the total requested generation. Then the

actual generation is divided according to the percentage of the request. This concept is contrary

to permissive AGC control because the joint-owned unit would be adjusted according to the unit.

Also, the operating owner must be able to absorb loss of any owners request and still have con-

trol of the unit.

It is assumed that joint-owned units external to the control area will operate in the allocators like

any other plant. The power and rate limits are the limits of the share of power determined by the

contract. No special programming is necessary. For joint-owned units internal to the control

area, the allocation of power must be treated in a special way. Limits for all owners are entered

by the dispatcher and the requests from other owners are modified to fit into the available

power. The allocation is then established as for any other plant, except the minimum power limit

is the sum of all requests.

After the plant controllers have sent signals to the internal joint-owned unit, another special

subroutine divides the output and transmits the output and limit data to the external owners.

AGC FOR THE WEST AREA

Although the "west" area for AGC is much smaller than the "east" area, and the complexity of

operation is less, the preparation of a separate algorithm may require much duplication of the

present algorithm without large benefits in computer memory space or execution time. The
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same algorithm is recommended for both systems with different tables used for each area. The

additional programming would include a routine to switch between the two tables. It should be

realized that a specific powerplant may be addressed by both routines. The powerplant should

not ever receive control from both routines during the same period of time, but rather, the con.

trol should be able to be derived from both routines. Also, telemetered data may be used by

both routines simultaneously.

If a second separate routine is desired, the elements of the present algorithm may be used. As

modules are omitted, care should be exercised to ensure the initialization or calculation reo

quired for later routines is not inadvertently omitted.

ASSESSMENT OF CONTROL CAPABILITY AND QUALITY

The asssessment of control capability is important to the dispatcher so that adjustments to the

allocator may be made to avoid moving all plants to their limits. The dispatcher may elect to

have generators started and stopped to maintain desired margins of control. The control quality

of the AGC is a more difficult concept because the definition of "good" control does not have a

universal interpretation.

Margin Calculations

Refer to figures 31 and 34. To allow the dispatcher to adequately operate the AGC allocator,

several margins should be calculated. The first margin is the theoretical automatic margins for

increased loading and decreased loading. The margin is calculated by subtracting the PLANT

REQ of each plant on automatic from either the normal upper power limit and normal lower

power limit. These subtractions are then summed to give the total margin available. Plants

which have a raise inhibit flag set will have the upper plant power limit set to the PLANT REQ

until the inhibit flag is cleared. Likewise, if the lower inhibit flag is set, the lower plant power

limit will be set to the PLANT REQ.
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The second set of margins required is the base assist margins. The very same calculation,

previously given, is used, except all plants on "basepoint" and "automatic" are used with

normal plant limits. Plants that have the inhibit flags set are treated as previously described.

The final set margins calculations is the emergency margins. The same calculation is performed

except all plants not on "off' are included and the emergency limits are used rather than the

normal limits. Again, plants with the inhibit set are treated as previously described.

For each of the six margins, a margin level is entered by the dispatcher. If any of the margins

calculated are less than the entered margin levels, an appropriate alarm should be generated.

Other reserve calculations, such as spinning reserve or operating reserve, are not used by the

AGC but are used for system security. Spinning reserve and load calculations are included in

the Generation Control Format module.

System Disturbance Detector

Refer to figure 34. The detection of system disturbances outside the control area can alert the

dispatcher to possible external problems that may require action if the problem is not corrected.

The calculation is a prediction method and, therefore, will create occasional false alarms.

However, the alerting of the dispatcher to these alarms will not be a disadvantage if the alert is

not too often.

The method used is to generate an equivalent ACE of the external system using the equation

EXTACE= -(PAS-PS)-lOB (FA-FS)

where PAS, PS, FA, and FS are all measured or calculated as for the normal ACE. This formula

assumes all the power leaving the area is entering the external area. Likewise, the schedule for

the external area is the same as for this area but reversed in sign. The contribution of the fre-

quency bias does not reverse sign because the external area must use the frequency in the same

way the local area does. If the external area is assumed to be a sister system in size, the same
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bias may be used as for the local system. It is immediately obvious that this assumption is not

true in reality, however, the ability to use the monitored tie lines for frequency compensation is

not directly associated with the external system size. Therefore, relative to the ties monitored,

the frequency participation strength can be considered approximately the same as the local

system.

The alarm is not generated unless the EXT ACE exceeds a preset limit for either positive or

negative excursions. This limit can be tied to the Ld of the local system (because the external

system is assumed the same size) and could be initially set to 4 Ld'

Another problem that exists in a geographically large control area is the possibility of system

isolation during a disturbance. Initially, the data from the PMSC systems will be used to detect a

system breakup, however, plants that have a PPGC could transmit local frequency. If the system

frequency monitored at the ECS is compared with the plant frequency, and the comparison ex-

ceeds a preset level in either direction, then an alarm would be generated indicating a possible

system separation. This concept may be implemented in the future.

NAPSIC Criterion

Refer to figure 32. The NAPSIC operating manual [1] describes a minimum operating perform-

ance criterion. This criterion should be monitored with the measurements of raw (unfiltered)

ACE. The measurements are to be taken over a lO-minute period and each hour of operation is

divided into six lO-minute periods beginning at the start of the hour. The summary of the

measurements should be logged at the end of each day. If any of the criterion is violated, the

violation should be alarmed.

The zero crossings of raw ACE should be counted and added for each lO-minute period. Also,

the maximum time between zero crossings within the lO-minute period should be recorded

along with the time at the start of the maximum zero crossing. If a zero crossing does not occur

within 10 minutes, an alarm should be generated.
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The raw ACE should be summed for each full 10-minute period and the average calculated as

1:(ACEA X TIMESLP)
AVERAGE = 600 d .secon s

The summation should be restarted at the beginning of each lO-minute period. If the

AVERAGE exceeds Ld, an alarm should be sounded.

The maximum and minimum deviation of ACE must be determined for each lO-minute period.

The number of times the absolute value of ACE exceeds 3 Ld should be determined for each

lO-minute period. When the maximum ACE exceeds 3 Ld, the length of time until the ACE

returns to 90 percent (or other adjustable value) of the maximum should be recorded in the

lO-minute period when the return occurred. This will provide information for the I-minute

response to a disturbance.

Standard Deviations

Refer to figure 33. Another way of determining the "goodness" of AGC control is to examine

the standard deviations of selected quantities [9,10,11]. Because this is not a NAPSIC require-

me nt, these measurements need not be made except at the request of an engineer and the time

period of the averages should also be entered by the engineer. The data should be logged at the

end of the time period on the engineering programming console to allow hard copy to be made

if desired. All integral summations should be zero at the start of the period desired. The first

quantity is

SIGACEA =~ A J:T (ACEANt

where SIGACEA is the standard deviation of ACE and ACEA is unfiltered ACE. The integration

may be done in rectangular form as
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SIGACEA=
N

. E (ACEA)2
1= 1

N -1

where N is the number of 2-second intervals (or number of executions of the AGC). The maxi-

mum time limit will be 2 days for the calculation of a standard deviation. Other standard devia-

tions are:

SIGACEB =
N

. E (ACEB)2
1= 1

N -1

SIGACEP =
N

. E (ACEP)2
1= 1

N-1

SIGFREQ =
N

. E (FS-F A)2
1= 1

N-1

SIGINT =
N

. E (PS- PAS)2
1= 1

N-1

SIGGEN =
N

. E (E PREQ-E PPL T)2
1= 1

N -1

and
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SIGGENR =
N

. E (E PPDERf
1= 1 .

N -1

Another standard deviation which is useful is the filtered interchange deviation where

INTFIL = (l - e - TIT)(PS - PAS) + INTFIL (e - TIT)

where T is the sampling period in seconds (2 seconds) and 7 is the filter time constant in seconds

(600 seconds). The filter should be initialized to zero. Then the standard deviation is

SIGINTFIL =
N

. E (INTFILf
1= 1 .
N-l

Several integrals should be available over the same period as the standard deviations. These

integrals should be initialized to zero at the start of the period. If the integral overflows, the

error should be noted in the log of the data. The integrals are:

N
IISPEC = KII. E (PAS - PS)

1= 1

where KII is 1/1800 if N is 2-second intervals and IISPEC is in megawatt hours.

N
IACESPEC = KIA. E (ACEA)

1= 1

where KIA is also 1/1800 and the IACESPEC is in megawatt hours, and

N
MUTU ALAID = KMA. E (FA - FS) (PAS- PS)

1= 1
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where KMA is one over the reference frequency in hertz and the number of seconds per hour or

T
KMA =

60 (3600)

and MUTUALAID is in magawatt hours. The mutual aid helps determine the mutual benefit

between control areas; as the MUTUALAID takes a negative direction, responsible control is

indicated. If the MUTUALAID takes a positive direction, irresponsible control is indicated. A

positive MUTUALAID shows the external control areas are helping the local control area. For

smaller systems, the square root may be omitted and the square of the standard deviation may

be displayed.

These quantities should be recorded during various operating conditions and used as compari-

sons when filter constants, plant controller constants, or allocator constants are changed. Also,

some of the charts from operations using the analog control equipment with some of the stan-

dard deviations and integrals manually calculated may be valuable in this comparison process.

The definitions of the various variables used in the previous equations are as follows:

ACEA

ACEB

ACEP

FA

FS

IACESPEC

IISPEC

INTFIL

KIA

KII

KMA

Raw ACE inmegawatts.

Filtered ACE inmegawatts.

ACE from the probability filter in megawatts.

Actual frequency in hertz.

Scheduled frequency in hertz.

Index of summation.

The special integral of raw ACE in megawatt hours.

The special inadvertent interchange in megawatt hours.

Filtered interchange in megawatts.

Constant for the IACESPEC summation.

Constant for the IISPEC summation.

Constant for MUTUALAID calculation.
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MUTUALAID

N

PAS

PPDER

PPLT

PREQ

PS

SIGACEA

SIGACEB

SIGACEP

SIGFREQ

SIGGEN

SIGGENR

SIGINTFIL

T

t

TT

T

The mutual aid in magawatt hours.

The number of executions of the AGC algorithm over the period TT.

The summation of actual interchange power.

The actual power plant derivative for each plant not in "off' mode in

megawatts per second.

The actual power plant total generation of each plant not in "off' mode

in megawatts.

Powerplant requirement of each plant not in "off' mode in megawatts.

The interchange schedule in megawatts.

The standard deviation of raw ACE in megawatts.

The standard deviation of filtered ACE in megawatts.

The standard deviation of probability-filtered ACE in megawatts.

The standard deviation of frequency deviation in hertz.

The standard deviation of the total generation of the powerplants in

megawatts.

The standard deviation of the rate of change of generation in megawatts

per second.

The standard deviation of the filtered net interchange error in

megawatts.

The average time period between AGC program executions in seconds.

Time in seconds.

The total time interval in seconds.

Time constant in seconds.

Frequency Domain Analysis

Refer to figure 33. The previously mentioned standard deviations are valuable in determining

control "goodness." However, the deviations are monitoring all the action of the control system.

Some of the higher frequency action is not controllable nor should control be attempted.

Therefore, a measurement of these standard deviations using data filtered for various control

frequencies to eliminate the higher frequency action may demonstrate the control "goodness"
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more accurately. Furthermore, the measurements would show that the higher frequencies are

not controllable as desired.

There are several possibilities in developing this data. The concept of Fast Fourier Transforms

would be useful but the size of the data block is limited and not easily varied. Another method is

to implement several bandpass filters to sort the raw data into several frequency zones. Band-

pass filters with wide bandwidths and without sharp peaks would sort the information

sufficiently.

A suggested filtering system can be used that approximates the various bandpass filters without

the excessive calculation of bandpass filters algorithms. This system creates three simple filters

to create data for frequencies above three specific cutoffs. The raw data is filtered as

FILTERDATA=(l- e-Tlr) RAWDATA+ (e-TIr)FILTERDATA

The filtered data will use T as 2 seconds, and will always be initialized to zero. The three 7

values may be set as desired by the engineer but initially will be 60, 180, and 300 seconds. Quan-

tities calculated or measured elsewhere in the algorithm should be filtered for each of the three

time constants. The standard deviations of the output of each filter and for raw data are

calculated as:

SIGDATA =
N

. E (FILTERDATA)2
1= 1

N -1

SIGRA WD =
N

. E (RAWDATA)2
1= 1

N-l

The standard deviations for the very slow signals can then be calculated as

SIGVSLOW = ..J (SIGRAWD)2 - (SIGDATAr=300)2
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The result is an approximation but will provide useful comparative measurements. Continuing

with the remaining time constants:

SIGSLOW = ..J (SIGDATAr=300)2 - (SIGDATAr= 180)2

SIGMED = ..J (SIGDATAr= 180)2 - (SIGDATAr=60)2

and

SIGFAST = SIGDATAr=60'

Using these intermediate standard deviations, the effects of changing gains or time constants on

the filters that modify the actual ACE, or the effects of modifying the allocator or generator con-

troller can be compared.

The standard deviations calculated should be:

1. raw ACE, ACEA

2. filtered ACE, ACEB

3. probability-filtered ACE, ACEP

4. interchange error, PS - PAS

5. generation error, E PREQ - E PPLT (plants not in "off')

6. generation rate error, E PPDER (plants not in "off')

Perturbation and Response Analysis

Refer to figures 5 and 23. Determining if the control is performing correctly is always desirable

in any control system. In an AGC system, the normal operation of the system usually cannot con-

elusively demonstrate the correctness of control. Therefore, a method of forcing the control to

respond to a prescribed disturbance is necessary. The disturbance best suited to AGC is the

ramp since it is most like the normal method of operation. The "ramp" mode provided for the

generators allows a single plant to be observed during a prescribed ramp while the remaining

plants in the control area can counterramp without large disturbances in ACE.
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A ramp disturbance for the entire AGC system requires that inadvertent interchange or time

error must accumulate. To minimize this error, a ramp must first increase from zero to a positive

maximum, then reverse with the same rate to a minimum, and then at the same rate, return to

zero. The completion of the entire test in 8 minutes would be satisfactory, and the maximum

schedule should be about Ld. The ramp must be used on the total power schedule; also

remember that the neighboring AGC areas will fight the change. The use of the test ramp, the

start time, its rate, and its maximum power level should be entered by the engineer. The desired

variables should be monitored on strip chart recorders.

COMPUTER REQUIREMENTS

Because specific hardware and operating system requirements have not been chosen, the con-

straints that the algorithm place on the hardware and the operating system must be discussed.

Relationships to memory size, speed of execution, and data base size are directly related to pro-

gramming techniques and language structures. The guidelines are discussed in the following

paragraphs.

Timing Constraints

Refer to figure 2. Because of the rectangular integration and differentiation algorithms used for

most of the digital filters, the AGC algorithm should operate at 2-second intervals as much as

possible. The interval may be as short as 1.0 second or as long as 3.0 seconds. The intervals

between algorithm calls must have no worse than a normal distribution (Gaussian Distribution)

centered at 2 seconds with a standard deviation of 0.33 second. The optimum condition is to

have a standard deviation of zero. The absolute minimum interval between algorithm passes

should not be less than 1 second because of the problems in calculating derivatives. The ab-

solute maximum time between passes is 6 seconds when the remaining functions of the com-

puter are in an emergency overload condition. This must not occur more than five times a day

because the algorithm may become unstable depending on the power system configuration.
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The choice of 2-second execution time is based on an important control philosophy. Most digital

control system designers have found that the Nyquist frequency for a specific system should be

at least 10 times faster than the frequency at phase or gain margin crossovers. In actual AGC

systems and specifically, in the North and South Dakota areas, increase in gains usually result in

a crossover frequency between 1 and I.S cycles per minute. For I.S cycles per minute, the Ny-

quist frequency should be IS cycles per minute, and the number of samples per minute should

be 30. The 2 seconds per sample ensures good phase and gain control of a I.S-cycle-per-minute

frequency component.

Analog Inputs

Refer to figure 6. The algorithm requires that all inputs of tie line power, frequency, time,

dynamic schedules, MAPP inputs, and plant power be sampled previous to the execution of the

algorithm. Although a 4-second transport lag can exist as described in the Tie Line Power sub-

section, the data must never be dormant (i.e., continue without an update) when the algorithm

actually uses the data. If the data are monitored asynchronous to the algorithm, the algorithm

not be executed unless the data have been sampled after the start of the previous AGC

algorithm execution.

The data should contain no more than a O.S-percent error at rated transducer output and should

not exceed more than 1 percent of the actual value for any reading. The exceptions are the

frequency and time which have been discussed in previous sections, Frequency Bias and Time

Error and Sensitivity. This accuracy must include the accumulated errors in the transducer, the

sampler, the analog-to-digital converter, any round-off error in the various algorithms, and any

communication errors. Thus, the data stored in the data base used by the algorithm must have

this accuracy compared to the actual quantity in the primary monitoring circuits of the power

system. The data should have between 1 and 3 seconds of simple analog filtering to avoid

aliasing [13].

PMSC systems, PPGC systems, or any other computer-to-computer link must be treated the

same as analog data. The data must not be dormant and must have the required accuracy. The

MAPP computer is an exception because data will not be required on a regular basis.
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Plant Communication Link

Refer to figures 13, 19, and 20. Communications with the PPGC computers should be imple-

mented in an ASCII format on a 1200-baud communications link. The message should contain:

1. An SOH (start of header) symbol

2. A data identifier

3. The data defined by the data identifier

4. A checksum identifier

5. The checksum

6. An EOT (end of transmission) symbol.

Items 2 and 3 may be repeated as often as necessary to send all the data required. The total time

for transmission to the PPGC and the response from the PPGC should not be more than

2 seconds. The identifiers may be any capital or lowercase letter, or a pair of any capital or

lowercase letters. The data should be in numbers with the "minus" and "period" being the

only symbols. The identifiers are assigned as follows for data to the PPGC.

1. "B," the status identifier. The number following means: (a.) 1 - control is available to use or

is in use (b.) 0 - control is not available. This must be transmitted every 2 seconds.

2. "C," the plant requirement identifier. The number following from one to four digits is the

plant power requirement in whole megawatts. This must be transmitted every 2 seconds.

3. "On," the plant schedule identifier where n is a letter describing the time location of the

schedule. The schedule is from one to four digits indicating plant power in whole megawatts.

Negative power is not used. The letters substituted for n are:

a. "a" through "x" means the hours 0 through 23 respectively.

b. "y" means the extra hour in the daylight savings time change.

c. "A" means the present hour.
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d. "B" means the next hour.

The plant schedule is transmitted only as needed. If the PPGC does not use schedules, this

information need not be transmitted.

4. "E," the emergency assist identifier. A one (1) transmitted after the E indicates an emer-

gency assist is in progress. A zero (0) transmitted after the E indicates no emergency assist

procedures are being used. This is used by the plant algorithm as described previously and is

optional.

The identifiers for the data from the PPGC are assigned as follows:

1. "P," the status identifier. This must be transmitted every 2 seconds. The number following

means:

a. "0" - PPGC not controlling generators ("off' mode).

b. "1" - plant operator controlling generators through the PPGC ("pIt" mode).

c. "2" - the ECS computer controlling generation with the plant requirement ("pscc"

mode).

d. "3" - Stop allocation up or the powerplant controller algorithm should set the inhibit-up

flag ("stu" mode).

e. "4" - Stop allocation down or the powerplant controller algorithm should set the inhibit-

down flag ("std" mode).

2. "Q," the total plant power identifier transmitted every 2 seconds. The number following

from one to four digits is the total net plant power in whole megawatts.
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3. "Rn," the maximum values identifier. These may be transmitted as needed. The data

following is one to four digits indicating the power in whole megawatts. The "n" may have

the following letters substituted:

a. "a" means the maximum normal plant power limit.

b. "b" means the maximum emergency plant power limit.

c. "c" means the minimum normal plant power limit.

d. "d" means the minimum emergency plant power limit.

4. "Sn," the maximum rate identifier. These may be transmitted as needed. The data follow-

ing is one to three digits indicating the rate of power change in whole megawatts per minute.

Negative rates are not used. The "n" may have the following letters substituted:

a. "a" means maximum normal loading rate.

b. "b" means maximum emergency loading rate.

c. "c" means maximum normal unloading rate.

d " d '" I d '. means maXImum emergency un oa mg rate.

e. "e" means minimum rate for the plant.

5. "T," the dashpot bypass identifier. The number following is the number of dashpots that

are bypassed in the plant.

6. "Un," the individual unit power identifier. The letter following indicates the generator

number and the number following is the number of megawatts to the nearest whole megawatt
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with sign. The "n" may be "a" for generator 1, "b" for genrator 2, etc. This data is not used

by the AGCalgorithm directly but may be used in ECS displays.

7. "Vn," the individual unit status indentifier. The letter following indicates the generator

number and the number following indicates the status. The "n" may be "a" for generator 1,

"b" for generator 2, etc. The numbers following the "n" mean:

a. "0" - generator off line and unavailable.

b. "1" - generator off line and available.

c. "2" - generator on and running.

d. "3" - generator on and condensing.

This data is not used by the AGC algorithm directly but may be used in ECS displays.

8. "Wmn," the individual unit limit identifier. The first letter following indicates the genera-

tor number, the second letter following indicates the type of limit and the number following

the two lower case letters is the limit in whole megawatts with a sign if negative. The "m" may

be "a" for generator 1, "b" for generator 2, etc. The letters substituted for "n" are as

follows:

a. "a" means maximum normal generator power.

b. "b" means maximum emergency generator power.

c. "c" means minimum normal generator power.

d. "d" means minimum emergency generator power.
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The data are not used by the AGC algorithm directly but may be used by other ECS func-

tions. These generator quantities are sent along with plant totals. It is not necessary that these

totals match with plant totals since station service or other power may not be accounted for.

The information should be sent every 2 seconds when the plant is on AGC control.

The transmission is half-duplex in nature. The PPGC acts as a slave and ECS acts as the master.

The PPGC need never respond with a message unless a valid message is received from the ECS.

The PPGC should respond within 1.5 seconds of the receipt of the ECS message. If a valid

message is not received from the PPGC, the normal failure detection system described in the In-

tertie Power Measurements section should be used. The minimum message is the "control not

available" from the ECS and a return of "plant status" and "total net plant power" from the

PPGC.

The checksum consists of an exclusive "OR" function on the 7-bit ASCII codes from and includ-

ing the SOH through the Z. Even parity is attached to all ASCII characters as the eighth bit, in-

cluding the checksum. If the calculated checksum does not match with the transmitted

checksum, or if a parity error is detected, the message is not considered valid.

The MAPP communications is not yet defined but it will probably take the same form.

Plant Pulse System

Refer to figure 28. The pulses from the AGC plant controllers for plants not having PPGC

systems are telemetered to the plant as a raise signal or a lower signal. The relays at the plant

must respond to the signal within 0.5 second after the transmission is initiated at the ECS. The

timing of the relays will be to the closest 0.1 second. The maximum pulse length is 1.8 seconds

allowing 0.2 second of no pulse. This allows the plant allocators to function properly. If the plant

allocator does not need the dead time, then the pulse may be as long as desired. However, the

pulse length from a previous pass of the AGC algorithm must not be added to the pulse length

of the next pass. This "integration" may cause instability in the rate feedback controller. The

overall pulse time accuracy should have an error of less than 0.05 second for any pulse length

measured at the output of the plant relays.
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Permanent Strip Chart Outputs

Refer to figure 35. The most visible and easily understood display system for the dispatcher con-

sists of large, wall-mounted strip chart recorders running 25 to 150 mm/h (1 to 6 in/h) (adjustable

on the chart), with two pens per chart. Analog outputs to drive at least 32 pens should be provid-

ed so that 16 large charts may be used. The assignment of 24 pens (12 recorders) should be

made by the engineer using the calibration system for constants. The remaining eight pens (4

recorders) should be available for the dispatcher to assign to any tie line power, schedule,

dynamic schedule, frequency, raw ACE, generator power, generator reference, or load calcula-

tion. Also, summation of tie line powers forming certain important area net interchanges should

be available.

Engineering Evaluation Ouputs and Inputs

Refer to figures 35 and 36. An extremely valuable tool for the engineer in evaluating and "tun-

ing" an AGC control system are strip chart recordings using a general purpose strip chart

recorder with speeds of millimeters per minute, as well as millimeters per second. Provision

should be made for 8 channels of plus or minus lO-volt outputs and 2 channels ofrelay outputs.

These outputs should be available near the engineering or programming console so the

engineer may connect the recorder of his choice. The outputs should allow the engineer to

select anyone of the variables in the AGC algorithm or any of the inhibit or alarm flags. Also,

the engineer must be able to change the relationship scale of the variable to the output voltage,

and also include an offset added to the variable. A mask should be included for alarm and in-

hibit flags.

Eight analog inputs for a plus or minus 10-volt signal generator should be provided. Two logic

inputs should be provided.

These inputs and outputs should have the capability of operating simultaneously on any chan-

nel and should have multipliers, dividers, and offset for the input; separate offset, multipliers,

and dividers for the output; simultaneous display of the output and input; and the ability to
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enter an input using the keyboard when the analog signal is not being driven by a signal genera-

tor. The logic inputs and outputs should be treated the same except a mask should be used. Any

data should be available for display in integer, floating point, or octal (or hexidecimal) formats.

Addresses should be in octal (or hexidecimal) and should include a bias for the program or table,

and an offset into the program or table as found in the program listings. The data must be up-

dated at least as often as the AGC algorithm runs and preferably, the priority for calibration

should be higher than the AGC algorithm priority.

There should be a separate calibration system for AGC constants to allow at least 10 constants to

be changed or displayed simultaneously. This format should be similar to the variable calibra-

tion, previously described, for ease of operation, except the analog inputs and outputs would not

be present. The constants would be read on demand and continuous scanning would not be re-

quired. The format should allow the constants to be simultaneously entered into the program, if

desired. Disc update is automatic within the AGC algorithm. The format should allow multiplica-

tion, division, offset, and masking of all data. Also, the data should be available in integer,

floating point, and octal (or hexidecimal). Addressing should include bias and offset.

A third calibration system may be provided to care for other programs than the AGC algorithm.

Spare ASCII Ports

Refer to figure 36. An extremely valuable tool in debugging data from the ASCII ports is to

allow manual entry and display of any ASCII port data using a spare ASCII port with a variable

baud rate, full or half duplex, and selectable parity. The calibration format should be used to

allow at least five data values to be entered, each after the identifiers P, Q, R, S, and T. The data

should be capable of being stored into any place in the input data tables and the corresponding

fail flag set. No parity or checksum checks should be required and carriage returns and line

feeds should be ignored. Another five data values should be capable of being output in a

message with the identifiers A, B, C, D, and E. No checksum should be generated, no parity us-

ed, and the EDT character should be followed by a carriage return and line feed. This would

allow a normal CRT terminal to simulate an ASCII link.
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DISPLA Y REQUIREMENTS

The display requirements are provided as a minimum requirement for use with the algorithm.

There is no attempt to completely define the display as many hardware and software factors play

a part in the generation of displays.

Buffers

Refer to figures 3 and 36. The algorithm must not have the data used during the execution

changed by any source until the algorithm is complete. It is possible through careful evaluation

of the variables and constants within the algorithm to "turn off' any other software and hard-

ware system that may change the variable or constant until the algorithm is finished with the

variable or constant. This has the advantage of reducing buffer sizes but creates problems when

the programs are later modified to accommodate changes in the power system or AGC concepts.

A more acceptable method is to set flags indicating new data are available so that it may be

introduced at the proper place in the algorithm. The description of the typical buffer transfer is

shown on flow charts, Typical Data Transfter Techniques; all transfers use these techniques.

Transfers of data into the AGC algorithm from external programs rely on a flag and a time.

Within the flow charts, each flag is designated by FLAG followed by two or three identifying let-

ters. The associated time is TIME followed by the same identifying letters. The flag must be

cleared by an executive program before the AGC algorithm runs. The external program sets the

flag when the data are ready for transfer and are cleared by the AGC algorithm after transfer is

complete. The time is set by the external program when the flag is set. The time allows the data

to be transferred at a future time so that schedule changes, mode changes, etc. can be preset to

execute at the beginning of the hour or when desired. Normally, schedules will be set only 1 or 2

hours in advance. The time variable allows transfers to be scheduled 23 hours and 29 minutes

ahead. The 30 minutes test allows the time which is passed (normally only 1 or 2 seconds) to be

executed immediately, and 30 minutes are allowed to give maximum flexibility. The data to be
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transferred are used by the program within 2 seconds of the set time. The program can begin ex-

ecution without transfers by using the power-up initialized values of the data. If constants are

transferred (as opposed to schedules, modes, etc.), the initialized value is updated so that the

new constant will be used on the next power-up.

Transfers out of the AGC algorithm are the same as transfers in, except time is not used. All data

from the AGC algorithm may be used immediately when the flag is set. The external program

should clear the flag when the data are transferred. Often, the AGC algorithm does not check

the flag before setting the flag because the algorithm may not require that the data be used, and

is producing the data for the convenience of other programs.

Alarms are also handled in a buffer concept. The alarm buffers are cleared at power-up. A tem-

porary alarm buffer is cleared at the start of each AGC algorithm execution and each alarm is set

as needed. At the end of the algorithm, the alarms are transferred to the actual alarm buffer us-

ing timers. Each alarm may be adjusted using the alarm constants'to remain clear until time

passes with the alarm set, or the alarm may be blocked so that it cannot repeat in less than a set

time.

Control Formats

Refer to figures 34 and 37. The formats for allowing the dispatcher to monitor and control the

AGC algorithm are as important as the algorithm itself. Studies have shown [15,16] that the dis-

patcher must be able to observe changes from his entries and from power system data input

within a maximum of 4 seconds after the dispatcher entry or after the data have been sampled at

the actual source. Otherwise, the dispatcher will assume the computer is slow, and his decision

process is interrupted. Because the data are sampled on a 2-second period, the maximum "age"

of the data from the action on the power system to the display observed by the dispatcher is 6

seconds. This includes all sampling, communication links, and software manipulation to present

the data to the dispatcher.
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The required formats include:

1. East AGC signal flow (2 pages).

2. West AGC signal flow (2 pages).

3. System data monitor (several pages) including tie line power, dynamic schedules, and

frequency.

4. Plant data monitor (several pages).

5. Schedule entry and generation scheduling (used by the Power and Energy Scheduling and

Generator Scheduling programs).

These formats do not replace any other control or summary format, but are in addition to the

other formats that may be specified. Formats for the engineer must include:

. Calibration and data change format for use with the eight-channel recorder, signal genera-

tor, and ASCII parts.

. NAPSIC and standard deviation summary formats.

. Constants entry formats similar to calibration.

These formats have rather complicated interaction procedures and it is recommended that a

conversational mode of data entry be used. The use of the light pen at a given poke point should

provide a control or entry tree at the bottom of the display. The control trees may be used to call

new control trees as the sequence progresses but some method must be provided to remind the

dispatcher of the previous control trees so that the location in the control sequence is always

known.

The formats should use line diagrams similar to single line diagrams to indicate the "flow" of

control paths. Colors of the lines should indicate the modes of the various control elements.

Changes in the flow of control should be initiated by addressing special "breaker" symbols on

the flow diagram. Pertinent data should be displayed with minimum explanation and the flow
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diagram should be used to interpret the data as in switchyard single-line diagrams. Formats

must be designed with much interaction of the dispatchers as well as the engineers. A sample of

a data preparation module is included in the algorithm as well as the format description. This is

only a suggestion and modifications should be made to suit. Also, a suggested format for AGC

signal flow is given with no sample module supplied. Formats are not trivial in size of computer

memory or processing time; great effort should be made to reduce the necessary data shown on

the formats.

INITIALIZATION

The initialization and testing of the AGC algorithm provides many challenges. The initialization

divides into two categories, the initialization of the algorithm for mode changes and the initiali-

zation of all the constants used by the algorithm.

Initialization of the Algorithm

When the algorithm is first executed by executive software, the initialization will be referred to

as "power-up" or cold start. The data in the memory is not good and the memory must be

refreshed or reloaded with tables from a nonvolatile storage. The mode of the AGC will be "sus-

pend" where all quantities are active and monitoring but the plant controllers do not function.

All plant requirements are continually set equal to the plant's actual generation and no pulses

are sent to the plant. For the first pass, all values required from the previous pass will have pre-

sent pass values substituted so that all filters will be initialized.

A "warm" start assumes that the data in the memory are good and that no refresh or reload is

needed. Even if the algorithm is interrupted in the middle of execution and restarted within 6

seconds, no initialization is required. If the algorithm is not executed for more than 6 seconds

for any reason, a complete power-up initialization should take place and the AGC should be in

the "suspend" mode. An alarm should be generated indicating the AGC is suspended.
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The "mode-shift" initialization should be done if any of the AGC control paths are changed

during normal operation. This includes changing plant modes, allocator modes, filters for the

ACE, the method of generating the ACE, or the change of a tie line mode. Each mode initializa-

tion should strive to minimize the disturbance and, as far as practical, the previous modes

should continually provide initialization for the next mode.

Initialization of Constants

Refer to figures 3 and 36. During the final stages of software development of the algorithm, all

constants required for the algorithm should be provided. Also, all initial values of all plant limits

and other dispatcher entries should be provided. In this manner, the software development

engineeer need not make decisions on constants by default. As the dispatcher or engineer enters

new constants or plant limits, the value should be properly stored in the mass storage media. If a

power-up initialization or "cold" start occurs which uses the nonvolatile storage media as a

source, the algorithm will function with the latest constants. The disc update concept used

throughout the AGC algorithm will provide this feature.

80



BIBLIOGRAPHY

[1.] , "NAPSIC Operating Manual," North American Power Systems Interconnec-

tion Committee, Operating Guide No.1, April 1976.

[2.] Ross, C. W., "Error Adaptive Control Computer for Interconnected Power Systems,"

IEEE Trans. on Power Apparatus and Systems, Vol. PAS-85, No.7, pp 742,-749, July

1966.

[3.] Gish, W. B., "Digital Load Control for Hydroelectric Powerplants," Research Report

REC-ERC-77-lO, Bureau of Reclamation, August 1977.

[4.] Podmore, R., "Recommendations for Control of Jointly Owned Generating Units," System

Control, Inc., prepared for Iowa and Nebraska Utilities, Project No. 7509-005, September

1975.

[5.] Cohn, N., "Some New Thoughts on Energy Balancing and Time Correction on Intercon-

nected Systems," Proceedings of the IEEE Region 5 Conference on "Control of Power

Systems," Oklahoma City, Okla,. pp 55-61, IEEE Publication T6CH 1057-9REG5, March

1976.

[6.] Gish, W. B., "Load and Voltage Control Algorithms for Grand Coulee Powerplant,"

Research Report REC-ERC-76-3, Bureau of Reclamation, March 1976.

[7.] Gish, W. B., T. R. Whittemore, and U. Milano, "Grand Coulee Third Interim Controller

Prototype Digital Load and Voltage Control," Research Report REC-ERC-76-8, Bureau of

Reclamation, July 1976.

Scott, D. N., et al., "Closed-Loop Digital Automatic Generation Controller," IEEE

Conference Paper C73 518-8, Power Engineering Society Summer Meeting and EHVIUHV

Conference, Vancouver, Canada, July 15-20, 1973.

[8.]

[9.] Ross, C. W., and T. A. Green, "Dynamic Perfomance Evaluation of A Computer Controlled

Electric Power System," IEEE Trans. on Power Apparatus and Systems, Vol. PAS-91,

No.5, pp 1158-1165, September/October 1972.

[10.] Concordia, C., S. Lalander, and B. Favez, "Report of Study Committee No. 13: System

Planning and Operation," ClGRE Proceedings, Volume 3, Report 334, Paris, France, June

1966.

81



BIBLIOGRAPHY -Continued

[11.] deMello, F. P., R. 1. Mills, and W. F. B'Rells, "Automatic Generation Control Part II -
Digital Control Techniques," IEEE Trans. on Power Aparatus and Systems, pp 716-724,

March/ApriI1973.

[12.] Gish, W. B., "Automatic Generation Control - Notes and Observations," Research Report

REC-ERC- 78-6, Bureau of Reclamation, October 1978.

[13.] Gish, W. B., "Digital Filtering - Notes and Applications," Research Report GR-78-6,

Bureau of Reclamation, April 1978.

[14.] Gish, W. B., S. C. Stitt, and T. R. Whittemore, "Digital Load and Voltage Control

Algorithms for Yellowtail Powerplant" Research Report GR-78-9, Bureau of Reclamation,

October 1978.

[15.] Miller, R. B., "Response Time in Man-Computer Conversational Transaction," American

Federation of Information Processing Societies Conference Proceedings, Vol. 33, Part 1,

pages 267-277, Fall Joint Computer Conference, 1968.

[16.] Martin, 1., System Analysis for Data Transmission, Chapter 7, Prentice-Hall, Inc.,

Englewood Cliffs, N. 1., 1972.

82



System

TM

D

Kx

Plant

KSL

Tg

a

{)

Tr

KH

Tw

PPGC

TC

AGC
Algorithm

B

KT

KM

Kn

Ts

TD

KACE

Kp

KD

General

S
-1

Z

APPENDIX

(Constants used in flow diagram of fig. 1.)

Mechanical time constant

System damping

Synchronizing coefficient

Speed level motor gain

Governor servo gain time (s)

Droop

Temporary droop

Recovery time (s)

Hydraulic gain

Water starting time (s)

Equivalent governor time constant (s)

Frequency bias (MW/O.l Hz)

Time error sensitivity (MW/s)

MAPP power bias coefficient

Inadvertant interchange coefficient (lIh)

AGC system response time constant (lis)

Digital smoothing time constant

ACE gain

Pulse generator gain

Power derivative gain

LaPlace complex frequency

One delay period of sampling

83



- 
ILWAYS THLNI SPTFETY 

I 10 O i U C R  
I Ci l lE i lb r "" i  
I 

p l C Y ~ S L O b N  MISSOURI  B A S I N  PROGRAM 
IN ,"I PLANT 

I - - W A I ~ H T U W N  AGC 

/ PPGL - 4 - .- - -- Y I D R O l l  F L T R I C  GEIILRATOR - - 4 I 

I 

I I 

couPurtn -_i- i,,is,,,, .L*UTS 
IX - r * I I *L  P l  b l4T I  -1- LXTCRNL, II'TLU 

DC~l?,>ED ~ ~ ~ -. . --. ,ll,,"luL Li.Pl0i.l . ~ - ~  
.--- J. G L O . l R I U I I T L  0.-... - - ~ - - - - -  

c"Fc"ED -. . ~ - - ~  ...---. 6emO"FD- ~. . --  ~ - - - - -  - - - - -  - - -  
,UP& 8 .  (ill 

- ,,'".,"L - 
nrHlts. COLORLOO I 4 6 6 - E P -  I 

I 
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Figure 12.-MAPP power bias module. 

123 

PUAPP - D I T M  

POWER B l l l  IlOlili 

CUB - IUBI  

PYLPPUX - PUlPPYXO 

PYAPPYU - PY*PPUNO 

IM - CUIO 
rUCwL - 0 

n.OotsC - I 

NOTES ON COMMUNICATION PROTOCOL 

DATA ISNTn WLIL OF Y I P ?  PBWLR B l l l  I IC I IAL  

OAT, INPUT IS PROC6IILO B Y  THC FllLURL DETECTOR MDULL. BETOIL  
USSO . THC I O L L O X I C  PROCESS SHDVLO BE oolrr 87 THE ASCI I  UTIILCE PROCESSOR. 

O A T W  - YILUI  OF YlPP POWER 81"s 

WEN L YLLlO UEI I&CC IS R E C I L Y E D  I U D  THE YIPP WOE is ' o n ' .  

F l l i X  -0.  
YOOLEXT-'on' 

WHEY I VALID ULIIACl II RICEWED "NO THC Y IPP UlOE i l  ' O f f ' .  

I l i l l X -  I. 
U)DEIXT  -' 09,' 

WEN A PLRITI CHECK r m s  OR r ~ r  CHrClisw i b i ~ s .  
T A I L X  - I 

A YLISAOE IHDULD BE SENT T O  YAP* XlTHl 1.5 SECONDS LFTER R E C I P T  01 T*E MAP? 
V E I I I O l  AWD SHOULD CONTllU AN" 41,. UlPP DESIOSD AWD 7% UlDl A 5  FOLLOWS. 
WOE-'on' i F  WDEDLTA = ' o n ' ,  D r l '  OR ' o l t ' .  

WDI 1.077. I F  WOLDAT& ='Mid'. 'mn' OR ' n t t . .  

~ -- 

MAPP 
COUPUTER 

DATA IHOVLO BE 
SENT ONCC TACH 
P ITCONOI 

.6n ' all TXE Y I L Y E  01 7°C W P P  
POWLR l,*I I I O Y A L  ,* V*. 

I 

O A T *  is srNr ow A HILI-LUPILX CVRCYTT A T  
AHI RC&SOHABLL BAUD. THC YIPP e w u r w  
IS TUE YASTSR OF THE OuPLrx CHANNEL. 
7°C ICI IT THI  SLAVE Am RLTURNI MEISACTS 
DNLY wrN tr  ~ C S I Y ~  A L*IIACT. - 

"DTE. UDDECXT IS FIPLLlN lO IN ,HE PL.*I DArA WOULE. 
WDEDITAI  -'OF+' 
DATUWFl- 0 

TYPICAL MESSAGE I a l l  cnaracters have even Dorlty) 

lROU 50" THE U*P' B l l P  
THROUGH I VALUE -27  Y*. 
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i " I I M l  

FROM SOH 
O : 

'-' OR 
A R E  iXCLUI lYL  

' O f t . .  

01) T O G I T H L R  
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- - 
@ aLra.rs IHTNK ShFETY 

P I C K - S I O A N  MISSOURI BASIN PRDCRAU 
TRANSMISSION D I V I S I O N  - SOUTH DAKOTA 

WATERTOWN AGC 
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NOTE, THE LROIIiNC OF 
Tnf DAY IN T M I l S l L  

M D E P L I  - YOOEPISD 

@ a~rarr  THINK SAFETY 

WATERTOWN ACC 

I cec"cD .  ..-. . --  -.. . - P w c n .  - - - -.. .-- - - - - -  - - 
-m, m,- - 

o w n ,  miharm d"#Z #, $973 I 466- EP- 21 

Figure 13.-ACE formation module. 



NOTE. I W L D C  IS CILCULITCD B Y  THE 'POWER &No ENFRDI SCYEOULINC' PROORAM EhC" HOUR. 

I H I D E  - $HAD<- I IM~I - IuRECI+ IP IDEL-  P I R L C I - D J O U E x T + I I  IJDUT -2PJOUsI+ I IPLOIDI  t 7 I U E I . X  + 
IXTERI IhL  lNTERNLL LXTERNAL DYNAMIC LOADS 

rRLOIOd- UAPPIDJ+PRAUPSLOJ +IIICHLO. JOU JOU OWNERS OR GENERATION 

WHERE LUDII. IMRCC. PIOEL. mIREC, IJOUT. IPLD&Os AN0 PRIUPIAOd ARE PIOVEOE(I BY THC 'POWER LND ENERG" 
ICYIOULIMC. PROGRIM AND I IOUCXI.  P J O ~ ~ S .  TIYLADJ. ~ R L O L O J  hwD U A P P ~ O J  A R C  I U P I L l E O  ATTHE END OF EACH HOUR BY 
THE AGC AICORITWU. 

6 LYLIS THLIX SWETY 

WATERTOWN AGC 
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Figure 14.-SHADE preparation module. 





COUITAM~ mo 
"ON WlMUP l l i E T  FOR ,ACE 
L W I ~  FOR 

- 
aLrars rHlM ShFETY 

=P~CVY~P".~~C~AYJJOR ,'sifkPrN V::f5"Pdhi Bd:b"UFH"","P,CrA 
WATERTOWN ACC 

, ........... , C < C I C I 1  YMl' .........----- 
mr.". ----... f.-.sua,rrro.. .................. 
cmc"<o .............. * P-ca .................... 

N a n ,  mroarm lux< I. ,379 

m"5 _mlY - 
I 4 6 6 - E P - 2 4  

Figure 16.-ACE integral and smoothing module 



INTEGRAL OF ACE 
Z E R O  CROSSING OF ACE'  ELEMENT WITH TIMER 

AN0 orHEn CALCULATIONS 
( T H E  GATE OPENS I F  ACE HAS BEEN A W A Y  

LIMIT OF INTEGRAL FROM ZERO FOR MORE THAN TIMOFAM) 

MEOlUM SPEED ACE MOVEMENT ELEMENT 

SLOW I P t L O  ACE WYEUENT FILTER CLiUENT B I l N  OLTIRUINATIOII 

INITIAL SETTINGS 

@ lvrrrs THM SAFETY 

~~P~K&~P~XPYP~FSJ"R 
PICX-SIOAN MISSOURI BASIN PROGRAU 

IRINSMISSION D ~ v I S I O N  SOUTH DAKOTA 

I WATERTOWN AGC 

C"ZC"C". .. . . -- ~ ~ - -  L - P W C O . .  . . . .--....---- -- -  
dues ,, 3 7 9  

m,=. -- - 
W L " .  r n ~ ~ ~ l r n  I 4 6 6 - E P - 2 5  

Figure 17.-Probability filter module. 
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UIOLOl - '011' U IDEOSI  
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DPSiHiOLf  0 

NPLT- NPLII IRLRCHO- KRWClt00 
U M C I T -  U I D t l 7 0  
U I D I D I -  U I D E D I D  

U ID IPF-  WOEPFD 

c,*IIu- C.I*WO 

II.CG*- O 

i l l C D l l C  - I 
NPLT - NPLTD 

firs rHwx SAFETY 

WATERTOWN AGC 
FEE0 FORWARD OF SCHLOVLE RAMP 

m 9 > m o ~ - - .  ---.--.. ,E<rn,C.i b - S W A L  ...--....----- 
.,#.. .----.- 1..U"- I"m"'E~ ..--.........------- 

c,,c<"Eo -. . . . -. . -. . O P W e O  -. . . -,", . . -. 'm- . . - - - - --  - - - - 
Otws*. mioarm m t. I," 1 466- E P - 2 6  

Figure 18.-AGC gain module. 
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I , NOTES ON COMMUNICATION PROTOCOL 

ECS COMPUTER LOCATED AT PSCC 

Y L I I I O E  SHOULD 81 RETURNED 
l i T H l N  1.5 ICC. UNLSIS . M I 1 6 A C I  RFClVED *.I 

P h R I I Y  OR C Y E C I S U I  

LRAOR . PPCC is MOT OPLRhTINC 

26 k LIEIS1CE IT NOT 
R E C i V t O  WITHIN 20 ILC. 
TYr .PICC USIIADE i l l L  
FLAG SHOULD 8E SET. 

ALL DhT& iNPUT IS PROCESSED B Y  THE r l ILURE OETCTOR 

::::::;,,.:::;:a:: ;:z: ~?;,dFp::::~: 
. WIILW A "&LID M L I I I O L  IS REClVLIl &NO 7°K P U N T  MODE 161 

DATAVOBE-. .Dlr., FllLX- 0.  YODEDATAX-'off. 
DLTAYOOL- '  it', FULX -0. MOLOLTAX - ' O l t '  

DLTIMOOL-- ' ~ s r r '  F A l i X  - 0 ,  M D E O k T I X  -' PsCO' 

DATLMDF-  : S + U ' ~  F l lLXL  . UODEDATAX- 'mlC0' 

oAT&WOC- 6td.g Tk l iX -  0. UIDEDATAX-' DSrr' 
THC FklLX FLAG APPLlE I  TO *LL OAT* 

ON THC CYINlEL 

WATERTOWN AGC 

................... ............. < e c " E D .  O P r n C O -  
s_. MI.- - 

mu,. mimrm lux, l .  trig 1 ',,j6- Ep. 27 

Figure 19.-Plant data module (Sheet 1 of 3). 
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WATERTOWN AGC 

m3,@mo....~...~....ncM,c"L . =+mAL. .~ . . - . . . . . - - -  

a u x . ~ ~ . . . . ! ~ U . r " " ' " D ~ . . . . . - . . . - . - - . . - - - -  

Figure 19.-Plant data module(Sheet 3 of 3). 
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,rn...w ld.n+ltl.r.P) WEDS-I - A  ' YC.' 

SUBROUTINE ~ n *  ..a. a Idanrl l ler .0)  

ALLOCATORS USE PLANTS W I l H  
NO DASHPOTS JUST AS 
THOUGH THE OASHPOTS 
ARE ALWAYS BYPASSED 



POWERPLANT COMMUNICATIONS LINK CHARACTERISTICTS FOR THE AGC ALGORITHM 

Figure 20.-Pow~rplant communications link 
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Figure 24.-Baseload allocator module. 







CALCULATE POSSIBLE 
R I T E S  

SELECT RATE 

! 

-- RAFy PRATE b -  -) 
T- - 
P R F I I T  

PR,SI = PIEYX - PREO 
TlUSlLP 

RITEEDU PRlrt J , _ T M L I L P )  -- 
P R A I X ?  

lo PRFlLT 

P R F l i i  

PR,S" : P P M - - P R T O  
TDlESLP 

DASHPOT NORMAL ON DASHPOT BYPASSED 
8ASELOAD PLANTS ON AUTOMATIC PLANTS 

WATERTOWN AGC 

r n S ~ O # r . ~  .--.....-.- ,rCW,CA' -AL ...----------- 
oaAn -...-.-.- :.-iul*irrro ....~~~.....-------- 
c"s '"zn. - -~  -......-.. &-PWSD .....------------- -- 

,"Me 8. ,973 
mm. .-- - 

_re. m ~ o m  I 466 -EP-37  

Figure 27.-Assist allocator module (Sheet 1 of 2). 



ASSIST  ALLOCATOR I 

F R N  1 Y - PHULNI N I  ALLOCATE TO AUTOMATIC PLkNTS WITH DASHPOTS NORMAL 

TO "PLT 

............... .............. C,,EC"<O &-?rnCB 
*m. cwm- "a 

miaaAm rvxr I .  imn 466. ~ p .  

Figure 27.-Assist a l l o c a t o r  module ( S h e e t  2 of 2). 



Figure 28.-Plant control module (Sheet I of 4). 

161 

I 

PLANT 
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P R L Q L  PPLT 

PRhTPf PRLTC 
PRhTf- 0 

THE SUPPORT UOOL SETS P R A T E  
TO iLI10 AFTER THE l L L O C l T l O W I  
50 T"* r  I I L O I A T I D N  YAY BE 
WNITORI I I  I M W N I T .  

'& aLrars rHlm SAFETY 

P I C K - S L O I N  MISSOURI B A S I N  PROGRW 
TRANSMISSION WATERTOWN D I V I S I O N  - SOUTH ACC DAKOTA 
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~ o T b  THE CROSSING O i  THE 017 IN TIYEREAL 
W S T  NOT PRODUCE & NECIT lVE W W B I R  
WEN PULI i lY  IS SUBTRACTED. 

w O T S ~ T H I  C R D I S l Y D  01 THC DAY IN 
I IYCREAL WIT PRODUCL CORRECT 
REIULTI FOR THE D*SHTIY COUslAISON 

L ' r  

NOTE. THE C R B I I I I l C  OF THE 011 I N  7lUZRE.L 
WIT ,807 PRODUCE A NLGATIVL 
NUUILR "YE* O l l H T l V  IS SUBTRLCTLD 

Figure 28.-Plant control module (Sheet 2 o f  4). 
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PULIIIIT- 0 A 

," L,,A, 
P"LSL<"-P"LS~G.X 

CAIWILY  * 
PULSLTH-PULSUAX 

CLlNILU 

PULIROUT - 0 
PULSLOUT -PULILEN 

FLICPU-SmI - 

Nor<# PULSROUT AND PULILOUT .RE Y l R i l B l L  FOR T W l  
R A I S E  AND LOWER RLL.75 AND CONTI," IHL 
PYLSF LENGTH IN 0. I ILCOWD INCREMENTS. 
WHEN F L A G "  US $5,. THE ' R L L I I  D R I Y C W  
PADCRAM C&* ACCEPT THE PULSROUT &NO 
PULSLOU~.  THE FLACPU SHOULD THEN BE CLELRLD. 

s a L r a . r s  rmw SMETY 

THE RCL.YI WTT THEN B L  A W E  TO mosr 
FOR 0.  I TO I). I SECONDS W I T H  THE MAXI- 
iaaan Fon &MI I H I E R V A L  TO B T  * 0.01 
SiCOWD 0' IHL O E I i R L D  TML. I T  THE 
TIMING INIE.V&L I S  NOT COWLITEO "HEN 
Fl*OPU IS AGAIN IS,. THL OLD TlUi  

WATERTOWN AGC 
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DPtUING, ,HI R A I S E  'NO LOWER "SLAT WiT 
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Figure 28.-Plant control module (Sheet 3 of4b 
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NOIE.NECAliYE PLANT SEOUiREMINT iS 
NEVER TRINIYITIEO 

MITE. THE CROSSING 06 THE 
DAY I" TIYTRLhL UJIT NOT 
PRDOUCL N l C l T l Y E  N W L R S  XHL* 
T""LR.3 OR O * I H I I Y  IS 
IVBTRICTEO. 

-- 
S a ~ u a r s  rHwr  SAFETY 

WATERTOWN AGC 
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Figure 28.-Plant control module (Sheet 4 of 4). 





CLASSICAL MODEL OF A HYDROELECTRIC GOVERNOR AND GENERATOR 

RESPONSE SPECIFICATIONS FOR A COMPUTER-BASED 
POWERPLANT GENERATION CONTROLLER 

COORDINATE0 WITH 
THE WATERTOWN POWER SYSTEM CONTROL CENTER 

PSCC ~1 ASOUElT AILOCATOR CENLAATllR REF. , TorAL =A," rs !, : 

10 OTHER FROM 

OEWERITDRI OTHER GENERATORS 

T I P I C k I  POICRPLANI CENElllTION CONTROLLER IEYPORARI  DROOP COVLRNOR WDEL . 
11 1. .OICITAL LOhO CONTROL Fm HlDRl lL lZCTRlC  POWERPLANTS 

. 
RESEARCH REPORT REPORT RLC-CRC-11- 0 

GENLRLTDR 

__. -- 

PLANTS WlTH TWO OR MORE OLWERENT TYPES 
OF COVLRNORI SHALL PROVIOL RESPONSE 

GOVERNOR I C R L  IH PkRILLIL. INDIVIDULL 
C E N L R ~ ~ O R  POWER OUTPUTS SHALL BE ILNT 
TO 7°C P ICC.  

R W P I  FIIW 

&LL OTHER F h C i m l  OF I SHALL BE LLSI 
IHLN 8 TI-$ SMALLER THAN T @  

Ii IRLQUENCI OF THC ?"STEM DEVIArEI  *NO 
CAUSES I CYI I lCE  OF PLANT POKER OF M R E  
T H ~ P  Pr/lOo 0°C TO OOYERNDR ORollP. THEN 

,,YE 
pp -- %- 

THE P I C C  U R t O Y 6 I T  IHWLO BE UIDBIEO 
TO ALLOW THE PRDPLR DROOP. THC EiFCCT 

IYALL BE TRilUCULAR FMCTION I l C N I L I  Or DROOP OY T H t  P I C C  U* RlOUEIT SHOULD 
rHL REIPONIL $><ALL BE WiTHlN TUE TOLERANCE* 

BE RESET OR XAIHLO OUT ON A IO-MINUTE 
~ N I Z O L  T Y I  BOX. IF 7°C RLIPOWIE U O V C I  

WITH I PEAK 70 P S I "  lYPLlTUOE Or PrJ1. 
roll R A W S  ILDXLR THLN Ps i l a  PER MINUTE. ,,ME CO"T,.*T. 

DU,.,Dt THE BOX. L 5TOP l l L O C l T l O N  SIGNAL 
IIIIIL BE SENT TO THC PICC WITHIN 

THC P Z l X  74 PEAK AWLLTUDL SHALL L L I O  T~ ILCONDI  OR 30 SECONDS. WICHEYER 

BL P Y 2 5 .  LI LONGI I .  

GOALS OF RESPONSE OEFINITION OF SYMBOL5 EXAMPLE 

1. TMS O W ~ N A R I  LAPLACE POLLS SHALL BE REDUCED I _ *  - T U I  C i r t C T l V E  GALN BLTXELN C A T S  POIITIOW TOR LIARISON POWERPLANTI 

r0 0NC RLAL POLE TO ALLOW INCRClSl O l l N  LNO TURBIMC POWER OUTPUT P r : 4 D 0  Y*. P . : < O Y *  
REFERENCES 

IN THC OYLRAI I  LCC CONTROLLLR. THIS liSi- T Y t  EFCLCTIVL CLIN Or T Y E  SPLLD LEVEL MIOR- 3 ,  5 tCOUOI .  I O A l M P O i S  IU I L R V I C E l  61.1,. w.B.. ' I I I G I T A L  LOLO CONTROL FOR H I O R D E L ~ C T A ~ C  

SHALL BL OONL XlTHOUT W O I T I C l T l O N  Or P, - IHL TOTAL RATID C I P l c l r l  Or ALL CEULRATOI1I THE RLUPI WOULD BE i R h l  0 . 4  WJUI" T O  
POWERPLANIS .  Ra lov+ REC ERL-71- 10. LuWst 1977- 

EXlSTiUC OEULRATlK LOUIPUENT I F  P O l l l b L L  ON ICC CONTROL. 50  UIMIA l l T H  h P t l ~  P r l l  AWLITUOE ~ $ ~ n .  r g. .  7 .8 .  mitt-ro.u. Ullana. 'CRhNO COULLL 

2. TWL PLANT SHILL RrlPOWD T O  CYANGCI I* THE P. - T H E  RhTtD C l P L C l T I  Or THE S M L L L I T  GENERATOR OF Ill yl. roll R M P I  BLLOX 0 . 0 8  V*/MIN. THIRO ~ R T E R I Y  CONrROLLIR PROTOTTIE  OICITkL L O I D  

P I L C  U RCOUElT A S  SMALL AS PW100 IN ON ACC CONTROL. THC AUILI7UDE X l l L  ALSO BE I 
VOLTLCE CONIROL., Rapor+ REC LRC-76  a. JulY 1976. 

EITHER OIIIIC~~OX. NOW L~NI.RITITS .NO T. I Y E  DPCA LOOP COVLRHOR RKSPOHI~  rwr. THE ToLI IANcL BOX WOULD FOLLOI  THL REOULST cirri. w. 8 . .  .LOAD AND V D L T ~ C E  COUTROL ALGORITHMS 

SACKLASH OF THE IIitD L L Y t i  YDTOR AND T. - T H E  OMllNLNT GOVERNOR C L O I l I l  LOOP RESPONSE 
B Y  I 5 3 . 8  ILCDI IO I  WITH A Y  L K L I T U O E  FOR GMND COLitEr POILRPLLIIT1. R a ~ o r t  RFC IRC-76 3. 

CoVtRWDR SHALL 81 CaRLnslTEO AS MUCH T ~ Y L  IR IECOMDI .  7°C TlllL l b  UtllURLD 
ERROR OF 0 . 4  U*. m r o h  9 1 6 .  

AS POSSIBLE. T H I S  lN3uREI THIT CORRECTION5 I S  THC i l ~ r  TO 61 PERCLIIT or THE r lN l l  EXPLANATION OF RAMPS 
C,*h. V . 8 .  S.C. I+,,+. T.R. m l + t a n a r . ' L I I C I T A I  

LOLO AND VOLThCL C O R T R O I  I ICORLTHUI  10e ?ELLOITAIL 
-- 

FOR I C C  WILL ALVLIS  8C IHITIhLIZEO. POWER OUTPUT FOR L STEP INTO THE 00YCRVOR P O I ~ ~ ~ I I I ~ ~ - .  ~ . ~ ~ ~ t  CR i s  9.  o E + o ~ e r  1 9 7 ~ .  
SLW~YS THM ShFETY 

,. NO *OOIT,ON,L CO*I,R.,NTI 06 l A W l N C  THC i P t i D  hDJUIT 
THE RANG< OF RAMPS X I S  c ~ n r i w  i o  aimNsrr 

C E l l t R A T O I I  SMALL Bi PLACED OM 7°C Rl lPDNIF T, - T H E  O I I M P O T  RCCOYLRY T M .  
C I P h B I L I T I  OF TUL CONTROLLER TO FOLLOW clsh. 8. B . ,  . ~ ~ T o M l r l c  CENLRLTIDN CONTROL-NOIL I  

THE ILUCTUATIOMI OF WE PSCC w RLOULST o ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ .  ~~~~~r REC-ERC 18-6.  ostoear 1911. 

II TYL LCUPUTCI. OWL" THE C O H I T R I l N T I  
W O I E D  B. THE GoVrRROR Y I L V L S  EUCOYNrtRIWC 

T. 7 H i  l l i C A  ITARilNC TlUL DUE TO THE A L l O C & T I O I l  OF Air BY THE ACC 
THE SLOW RAMPS OLUOIISTRAIL THE A B l L i T l  T O  

clsn. w.8 . . A u r O u ~ i I C  CiNERAi lON CONTROL I L C O R I ( I 4 Y  
O r R L R L i  CONCiPT I  AN0 LPPLICLTION TO 

S m P 1  (IHTCRULL OPLIIITlDU OF THC COVrlNOR 
5 - L A  PLACE V A R L A B L ~  l C O W L L X  TRTOULNCI>. 

B r C O U l l U C  L I Y I I E D I .  THE H l l 7 l ) l O  R I T E  6 - T H C  T E U P O R A R I  OROOP. 
C O ~ ~ L C T  i,,c SLOW o n t r ~ :  III ACE. ~ A ~ T F R  r H ~  IATIRTOYII E ~ ~ L R C ,  c o t i ~ n o ~  C C ~ ~ T C W .  

R A Y P I  OLYOI I ITOl r t  THE kBLLITI TO CORRECT .laDar+ C R - 8 0  6. dune 1980- 
WATCRTOWN AGC 

OF Till I T L T O R .  OR l l V L R  CHANCE L IU I IAT IO*S  
SHILL  BE A VALID RESPONSE CONSTRAINT. 

d - T*E PERUkNENI DROOP F O R  LARGE LOAD OR G L U r R A I l O N  CHINGFS 

W l r H i N  THC I ISrLU.  THC AUPLITUDC OF T Y t  
Rmy, o G. and J . T  Ikooolund. 'DETI$LEO H I O R O C O V I R N O I  

ONLY THC C O N I I R A I W T I  l K l l F D  BY THE RkUPI ARE LLL0X.D A V & L I O  OLMONITRATIOM 
REPRLILNTAT~ON FOR STSTEM I ~ ~ B ~ L I T "  I T U O I E * ' .  

C o V t N O I I  V l l v i l  SL0N:rRIUC STOPS < I W T S R * L L  #LT*OUT rXCLEDlNC C A P A C I T Y  OR ZIITERINC 
v.5-89. YO. I. Jon. 1110. OD 106 112 ws,*"zn -----.--.. ..- ,Z<*,C"< @ ? W A C  ..-....----- - -  

OPLRk I ION Or T Y t  GoVrMDR B E C M l U C  L I U I T I O 1 .  T X L  lNTo RDUOU ZONES. m d . x .  . ~ - - I U P l r l l o  . .  ....--.-- - -  
v r + r i ~ ' i  e . 7 ~  or THE ~ ~ T O R .  OR m v r a  ~ H A N G ~  TYL LO- AYPIIIIIOE R ~ M P  OTYONSTRIIII THE cwcED--...-..---...e~mso --.........-...--- 
L I Y I T L I I W I  W A L L  BL A Y l L l O  RESPONSE l s l L l T I  TO OYLRCOYr B A C K L I I ' I .  duvs #, ,3?9 

'",", C Y r n I Y  rn 

C O N I T I I I H T .  - a w ~ n ,  rntomm I 466- EP-44 

Figure 30.-Plant response specifications. 



Figure 31.-Margins calculation nlodule. 
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Figure 32.-NAPSIC criteria module (Sheet I of 2). 



Figure 32.-NAPSIC criteria module (Sheet 2 of 2). 
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Figurr 33.-Standard deviation module (Sheet 1 of2). 



Figure 33.-Standard deviation module (Sheet 2 of 2). 
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Figure 34.-Generation control format module (Sheet 1 of 3). 
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Figure 34.-Generation co~~trol  format module (Sheet 3 of 3). 
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6. I f  MODEPPY z 'Off' O r  ' O U t O ' .  RAMPO snt r les  are  10. when PSCHEDULS i s  entered, the 'POWER ond 

<VARIABLE)  - THE O I I P L A I E O  Y IR IABLE 
111eg.1. If MODEPPY ' ' T W ' ,  then RAMPD - entrw ENERGY SCHEDULING' p roa rm  must be oolled 

CVIR IABLEI  = THE VARIABLE ENTERED 87 THC DISPATCHER 
FAIT *no WFrr orrr ARE rupp~lro 81 OIFIERLNT I? PBASES - PPLTV ) 0. PRMPTD - PRMPO x 60. 

to r e O t ~ f y  ocoauntina ~ r o c e d u r e s  with o manual entry. 

DATA 8AIiI UZlNG YARllltlLLI B I  THC SAME NIUZS.  I f  PBASES - PPLTY < 0. PRMPTD - -RAMP0 X 601 
T h e n  PFCHEOUl E -  PSCHEOULS. FLIGMOV - s e t .  

Further* I f  RATENMXV 1 LRATENMNV 
TIMESCL -TIMESCLS . 60. FLAGPES - r a t  

WDD/YY HH- ss ONE-LINE o A &  o BB o cc and TIMESC - TIMEREAL. 

PAGE I OF 3 0 ALARM 0 LIMIT 0 EVENT then +he entry shall be excepted. ~ t h e r r l s s  
If TIMESCLS- I s  not  entered before  EXECUTE 

G E N E R A T I O N  CONTROL +he *"try should be declared Il leaol. la pushed. TIMESCLS - 10. 

If MODEPPY z 'base'.  then RAMPD- e n t r y ,  when RESET 1s oushad, +he 'POWER ond ENERGY 

If PBnSES - PPLTV 2 0. PBbSTD- RAMPO * 60. SCHEOULING. p roa rm  must calculate 

If PBASES - PPLTV < 0. PEASTO - -RAMP0 i 60. +ha c o r r s o t  schedule and FLAGMOV - clear. 

F u r i n a r  the t e s t  f o r  r a t e  i l m l t s  above apply. 
rlnolly I f  PRMPTD or PBASi" o r e  ioaded and 
executed b e f o r e  TIMERAMP I s  loaded +herla 

TlMEFR - TIMEREAL. FLlGPR - Set wnen MOOEPP I 'rm' 
TIMLPB - TIMEREAL. FLACPB - s e t  when MOOEPP : 'base' 

T .  If MODEPPV d o f f '  o r  'auto' .  TIMERAMP ant r los  
ora  ,,,ago,. If MODEPPV --'rm' then 
TIMEPR - IIMERAMP and FLACPR -SET. 
If MODEPPV - ' b068' then TIMEPB - TIMERAMP 

GENERAL NOTES 

ond ILAGPB - set. 
Tnls drawlno 1s on example o f  the deslan 

Y ~ I O ~  must b~ a o o o w ~ ~ ~ h ~ d  ~ O T  sach f o r m o t .  

8. when FSP ook~pa in t  1s aeiectsd. FS -59. 38 HZ. E O C ~  formot should hove tha f lslda 
07 6 0 . 0 2  Hz depending an rh loh p a k o p o l n t  deCcrlbed where rsol t l m e  doto a u P p l l s d  

Is addressed. If ENTER ksy la  depressed on6 used by the AGC aioarlthm IS Involved. 

befor -  TIMEFSD 1s entered, than 
TIMEFS - TIMEREAL and FLAGF* s e t .  If TLMEFSO 
I s  entersd befare t h e  ENTER key I s  
pressed, +her! TIMEFS - TIMEFSD ond 
FL1GFS - set. 

--- 
9. when the poke~o ln t  MAGO I s  aeleatsd. 

If +he p o i n t  I s  TIELINE 8145. MODEPES- ' O n ' .  

is SEE NOTE 2 
MODEFR -'an'. MODElE- ' O f f ' .  and 

TIME CORRECTION CONTROL MODE CONTROL AREA SCHEDULE 
MODEICE - 'on' .  

Film 
i f  the polnt I s  TLB TIME ERROR BIAS. MOOEPES - 'on ' .  

r m  
MODEFR- 'an ' .  MOOETE- .on'. and 
MOOEAGC - 'on'. 
If +he poln+ I s  CONSTANT FREOUENCI. MODEPES - 'o f f ' .  

YX WI DATA IY XIS ImA n m  MODEFR -'on.. MOOETE- ' o f f ' ,  and 
n i R r u  'snrr Am 
EMICY ICYtOULIIw 

MODEAGC - ' o n ' .  

SRlrn*u 
17 +he po!n+ I S  CONSTANT NET INTCH. MODEPES - ' a n ' .  

*LC MODEFR - ' O f t ' .  MODLTE - ' O f f ' .  ond 

C O M I A I T  hW I T C H  I- 
MOOEAGC -. an'. 
If +he point I s  SUSPEND CONTROL, only MODEbOC - ' a u s ~ e n d ' .  
I n  a l l  cases FLAGLCE- sat  ond TIMEACE- TIMEREAL. 

OCONTROL 
O T I E  LINE 

O G E N  D I T A  
OSCHED O I N D E X  

0 P A G E 0  --- 
NOTES 

I ,  USTAT, t s  dstorm~rlsd by +he . A G C  ~ ~ o a r ~ + r m . .  3. ~ n e  eas t  and the weat par+ o f  the p a w e r p ~ o n t ~  o. I? RAMPO has n o t  been enfared a f t e r  PBasEs 
USTATS I S  used by +he dlsp~ay IWU+ whrch may hove oenarotlan e l thsr  east and before ENTER I s  Pushed, but TIMERAMP 

contra proor-. ~ o c h  oo in t  musi  be checked o r  was+ ore  t r e o t s d  or separate ~ o w e r p i a n t ~ .  
~ o v e v a r ,  ths USTATS of a osnaratar east 

"as been entered, 
f o r  USTPT. If I t  I s  'no', the USTATS When MOOEPPY = 'row'. RIMPU- 10 ( S e e  Note  61. 

m y b e  +rons~a+ed f r o m  t h e  t y ~ s  a t  symbol havlno o non-zero v o u e  must faroe the  TIMEPR- TIMERAMP ond FLAGPA -se+. 
and co lor  en te red  t o  USTPTO numbers. r e s t  U S T A T S  t o  zero, ~ h l s  should be  one when MODEPPY r ' B A S E ' .  AAMPO - l o  I see Nate 6 1 .  
nn open vhiie symbol I n  USTATS means USTATD- 0. In the f o r m i  display output proQram. TIMEPB - TIMFRAMP and FLACPB --ssl. 
(I solid 0-sen USTATS means USTATD - I .  0 hol ld  
red USTATS mearls USTATO - 2, a solid yellor 4. PBASES - s t  be sorted In to  the Proper vorlpble 

d. If PPNMXV > PRASES > PPNMNY. ihsn the en+) 

dependlno ail MODCPPV. When MODEPPY = ' o f f  . Should be declared IllS.0,. 

USTATS meona USTATD - J. 
If USTAT = ' yes ' ,  then the MOOEOATA f o r  PBASES 1s 181eoo1. men MODEPPV = ' r m o ' .  5. ~f MPP - 'pooo' ond PNMXF z' yss'  , then 

+ h o t  OATUMF DDlnt rmst be charlpsd t o  ' m o d  PSTPTO -- PBASES. Whsn UODEPPY : 'base'. an e n t r y  I n + a  PPNMXD v l l l  cause the voiue 

ond t h e  value of  USTATO above must PBASEO -- PBASES. When MOOEPPV = 'auto'. t o  be In OAIUMF. MODEDATA x l l l  be set  

be PIOOBO in to  DATUMF as the entry. PBASES 15 1IIepoi. 
0. If TIMERAMP ond RMlPO hove not  beer) e n t e r e d  

10 'men'.  DATUMF w i l l  bllnk yellow and 

Also. set ths O o r m  'ONE OR MORE AGC DATA 
on alarm v! ! ,  be se t  I Sen ~ o t s  I ) .  

CHbNNELS HAS CHANGED MODE' ond b l n k  t h e  a f l e r  PBASES and before the ENTER I s  Pushed, b150, +be plant labels W l l l  c h a n g e  co lo r  

OATUMF value In 'ys l lor '  ur l t l i  the olarm 
when MOOEPPY - ' R A M P ' .  TIMFPR -REL;LTIMP, os I" ~ o t e  2. ~f MPP - ' pago .  ond PNMX - 'no. 

Is  a o k n a v e d ~ e d .  
I L b c P R - s e t  and RAMPO - 10 (See  N o t e  61. 
When MODEPPY r 'BASE' .  TlMEPB -REbLTIUE. 

o r  I f  MPP Z ' D D Q C ' .  then PPNMXO- volue. 

FLACPB - s e t  and RhMPO- 10 < S e e  Note 6). 
TIMEPP - TIIIEREAL ond FLACPP - set. 
The i d e r ~ t l c ~ l  concept aDDlles to PPNMNF. 2. If MPP : ' DYi le '  o r  'pC.5'. O r  I f  USTAT Z 'no'. 

PNMXF = 'no' and PNMNF 2 ' no ' .  t h e n  b. If TIMERAMP nos not  been erltsrsd a f t e r  FBdSES ond PPNMND. 
+hS co lo r  o r  the p,ori+ labs, should be maQenta. and bsfaro  iNTER I s  Dustled but RAMPV 

I+ USTAT.PNMXF, o r  P N M N ~ =  . y e s  ins MODEOAT*. has bean entered, 
To r  any o f  +be DATUMF is  'man'. When MOOLPPY z ' ramp'.  TIMLPR - REALTIME.  
' o f f ' .  O r  . ho ld ' ,  +he cotor o f  t h e  Dlon t  FLIGPR - S e t  and RAMP0 I s  t reated 0s note 6. 
lob81 Should bs rlree11. If U S i l T .  PNMXF. When MOOLPPV = 'base ' .  TIMEPB - REALTIME. 

and PIIM1IF I ' ye - '  ond rill MODEDATA f o r  FLACPB -=,st and RAMP0 I s  t reated  as nots  6 .  
+he generotors a r e  'on'.  ' p r i ' ,  o r  'Qlt.. 
+ha., thr. o,nn+ label rhol l IO DI1 c O l O r s d  r.0. 
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;wT>- MODULE 

TO THE POWSRUP 
INITIALIZE TABLES 
OW DISC SO T X A T  
THE NZV VALUE5 W i l l  
%r mrn CIN TL 
M I X 7  POWERUP. 

I. A - O  lNPYTI  SHOULD HAVE 7°C A811171 
TO LULIIPLI. DIVIOL. &MO OFFSET. 

2. I O C I C  ,NPU,l SHOULD "AVT 7°C 
M**X CLPIBILI'". 

I. (1-6 OUTPUTS I ~ ~ O U L O  mvr OTVSET. 

OP O C T A L  I O R  H L X l D t C i U l l i  
7. ALL CONSTANTS I U D  V I R l l B i C S  

I* A C I  IHOULO RLI lDE I* LCTiVr  
RAUODU &CCLII K U I I I Y  ( M O T  V i R i U l l  OR OlSC 
YIUDA" ,  

-- - -. -- 
TOR LXiCUTlDIl 

SCHTIUI FROM "OX 
RUNTlllL - TIIIEACI- TIYLRLAL 

NOTE. I C * T I " I  %MOULD 81 
TRUNCITCD TO ONL *NTH 
OF I SECOND. 

... . -~ ~ 

85 PROVIDEO 
8. TWO CHlUl l IL I  4' LOGlC OllTPUT *NO INPUT SHOULD 

81 PrlOVIOLD. 
C. THC RoUrlNE TO I L R V I C E  TUL ANILOC AND LOGIC 

OUIPUTI  I U D  3NPUTS.THE D I S P I I I  &NO X i l ~ O l i i O  I Y O t I I O  
8 1  Or ON< P R I O R T I  HIGHSR T H I W  THE ACC ALbORllHU. 
THE C A L L B I l l T l O l i  INPUTS AND OUTPUTS SHOULD 81 UPDLrFD 
F A S T L R  THLM ONCL r m  2 SECONOI. 

2. A SECOND C l L i B l i & T i O M  SY lTLM SHOULD BE USE0 TO 
11101 THE THC ILTTl'l .  Or A T  L E l S T  TEN I b C  
CONSTANTI I I W L I I U E O I I I I 7  X lT l l  6 Y I T I U  I LROVL 

1. I ~ H ~ R O  C A L I B R A T ~ O W  slsrw MAY BL PROVIOLO 10 MAME 
PIOGIIAM P I I C Y F S  OR TO M O O i i Y  DiHFR TWAN AbC D A T A  81iiS. 

I C " t C " ~ 0  --......--- ~. P P W S B  ...-............---- 
do* ,. ,9r9 

-,.-, -,ua - 
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Figure 36.-Terminal module. 





DRAWING SYMBOLS MATHEMATICAL SYMBOLS DECISION SYMBOLS 

IUBRDVTNE 

DO LWP 

L LOOP 

C CONTINUT 

X EXI7 

IUBROUTlNL RETURN 
OR EXIT 

Figure 38.-Flow chart symbol definitions. 
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