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Abstract: The energy-momenturtE-M) method for calibrating submerged radial gates was refined using a large laboratory data set
collected at the Bureau of Reclamation hydraulics laboratory in the 1970s. The oBgMahethod was accurate in free flow, and when

the gate significantly controls submerged flow, but for large gate openings with low head loss through the gate, discharge prediction error
were sometimes larg@pproaching 70% Several empirical factors were investigated with the laboratory data, including the combined
upstream energy loss and velocity distribution factor and the submerged flow energy correction. The utility of the existing upstream
energy loss and velocity distribution factor relation was extended to larger Reynolds numbers. The relation between the relative energ
correction and the relative submergence of the vena contracta was shown to be sensitive to the relative jet thickness. A refined ener
correction model was developed, which significantly improved the accuracy of submerged flow discharge predictions. Although the focus
of this work was radial gates, the energy correction concept and these refinements potentially have application to all submerged sluic
gates.
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Introduction channel widths and differing channel invert elevations relative
to the gate sill,

Radial gates are common features of most irrigation projects. The® Potentially better accuracy when structures include multiple
ability to accurately measure discharge through these structures gates that are not operated uniformly, and
would allow project operators to more effectively deliver water to * Accurate determination of free- and submerged-flow condi-
end users in a timely and accurate manner, and would reduce the tions and accurate calibration continuously through free-flow,
need for the construction of separate dedicated flow measurement transition, and submerged-flow conditions.
structures. The calibration of radial gates for flow measurementis  The E-M method is theoretically based, but also makes use of
a challenging hydraulic problem due to the number of possible empirical relations for gate contraction coefficients, energy loss,
gate, structure, and channel configurations, and the sensitivity ofand velocity distribution factors in free flow, adjustments to the
calibrations to such factors as gate seal type and downstreanmenergy equation in submerged flow, and hydrostatic forces on
channel width. Calibration methods for gates operating in a free- downstream channel boundaries. The initial empirical relations
flow condition are available in standard references and have rea-were developed from a series of experiments performed by the
sonable accuracy and ease of use, but calibrations for submergedgricultural Research ServicdRS) at the U.S. Water Conser-
gates are often very inaccurate, with errors of up to 50% reported.vation Laboratory, PhoenixTel 2000. These experiments used a
Most available calibration methods rely primarily on the energy single radial gate structure with a sharp-edged gate leaf. In free-
equation, although some incorporate the momentum equation toflow conditions the experiments covered a broad range of gate
distinguish between free- and submerged-flow conditions. openings, but in submerged-flow conditions the tests were per-

A procedure that uses both the energy and momentum equaformed at only one gate opening with four different flow rates and
tions for flow calibration was recently developedlemmens et a range of tailwater conditions. The submerged flow tests covered
al. 2003. The energy-momenturfie-M) method uses an iterative  an intermediate range of relative gate openittge ratio of gate
solution of the energy and momentum equations and offers sev-gpening to upstream hegdut did not include very small or very
eral potential advantages over previous methods: large relative gate openings. Despite the limited data, perfor-
* Ability to account for differing upstream and downstream mance of the method has thus far been encouraging, but there is a
great need for testing against other data sets, especially over a

"Hydraulic Engineer, U.S. Dept. of the Interior, Bureau of wider range of submerged-flow conditions. Clemmens et al.
Reclamation, Water Resources Research Laboratory, Denver, CO. E-mail(2003 speculated that the relative gate opening might be a crucial
twahl@do.usbr.gov _ _ ~ parameter affecting submerged-flow calibration.

Note. Dlscu.sswn open _uyml November 1, 2005. Separate_dlscussmns A series of tests performed at the Bureau of Reclamation hy-
must be submitted for individual papers. To extend the closing date by draulic laboratory in Denver, Colorad@uyalski 1983 offers an

one month, a written request must be filed with the ASCE Managing . . .
Editor. The manuscript for this paper was submitted for review and pos- opportunity to test thé&-M method over a wide range of condi-

sible publication on September 23, 2003; approved on August 24, 2004.ti0ns. and possibly r.ef.ine some of its empirical components. Buy.—
This paper is part of thdournal of Hydraulic Engineering Vol. 131, alski’s data were originally used to develop an energy-based cali-
No. 6, June 1, 2005. ©ASCE, ISSN 0733-9429/2005/6-457-466/$25.00. bration method, which was implemented in tHRADGAT
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$=1.001-0.2340-0.1843%?+0.113%° (1)

with 6 given in radians. This equation closely matches the experi-
mental results of Tocli1955 and others, summarized in Clem-
mens et al(2003.

Free Flow

Clemmens et al2003 wrote the energy equation from Section 1
to 2 using the free-flow jet velocity at the vena contracta

2 2
}ﬁ:Fh+AH:w+a€L+§?- )
Fig. 1. Definition sketch for flow through a radial gate 9 9

whereH;=energy head at Section &;=energy head at the vena
contracta(Section 2; AH=nhead loss between Sections 1 and 2;
y;=flow depth at the vena contracta,=average jet velocityy;
=velocity distribution coefficient for the jety=acceleration of
gravity; andé=energy loss coefficient. The velocity distribution
coefficienta; was assumed to be 1.0, with any deviation from
unity accounted for irf, making 1+ a combined energy loss and

computer program. Buyalski tested nine gate configurations com-
posed from three seal configuratiofgharp-edged, hard rubber
bar, and music note or “J” seaknd three different ratios of gate

radius to trunnion pin height. Seven different gate openings Werevelocity distribution factor. Noting that the discharge @
tested for each configuration, with gate opening to trunnion height _g,,, wherey, =3w andb, is the gate width, one may substi-
cVjs j (o} ]

ratios varying from 0.1 to 1.2. Nearly 2,650 test runs were made, e forv; andy; in Eq. (2) and solve for discharge to obtain
in both free and submerged conditions. The availability of both

free- and submerged-flow data for the same gates makes it pos- 29(H, —ow)

sible to analyze the data in several ways to determine contraction Q=3wh; je=r 3

coefficients and other empirical factors in tBeM method. Buy- 1+&

alski also collected more than 450 data points from 13 prototype the energy loss and velocity distribution factor 8 was related

gates for use in a field verification program. to the Reynolds number of the flow at the upstream face of the
Unfortunately, all but one prototype site operated only in sub- gate_ |n the laboratory testFel 2000, values of 1 varied from

merged flow, and the other operated in free flow only. Thus, it apout 1.04 to 1.12 in tests covering a Reynolds number range of

would be much more difficult to isolate the various empirical apout 0.5< 10° to 2.7x 10°. Clemmens et a2003 developed a
parameters in the same way as can be done with the laboratoryelation between 14 and the Reynolds number,

data. Also, at most of the prototype sites, current metering meth-
ods were used for independent discharge measurement, so uncer-
tainties in the measured data are much greater than in the labora-
tory data. wheree=base of natural logarithms. The Reynolds numbeR is
This paper uses the Buyalski laboratory data set to tesEthe =VR,/v, wherev is the kinematic viscosityy is the characteristic
-M method as proposed by Clemmens et (@D03, and then velocity determined at the gate opening=Q/(bw), andR,; is
presents modifications to incorporate the relative gate openingthe hydraulic radius just upstream from the gate, between the gate
and its influence on the submerged-flow energy correction term. piers,R,=byy,;/(b+2y;). The upstream channel width g, and
y; is the upstream flow depth. Using this model, the value of 1
+§& approaches 1.0 at large Reynolds numbers.

1+£=1+0.15510R (4)

Methods
Submerged Flow

The E-M calibration methOd is_described in det_ail by Cl_emme_ns For submerged flow, the energy equation is applied from Section
et al. (2003. To provide a basis for the analysis and discussion 1 4, 5 and the momentum equation is applied from Section 2 to 3.

that follow, the method is briefly reviewed here as originally pro- - Apjication of the momentum equation requires estimates of flow
posed. Later, modifications to improve the model are presented infqces on the boundaries of the downstream channel, which are

the section entitied, “Analysis and Results.” _given by empirical relations developed from the ARS experi-
The E-M equations are applied to the flow situation shown in ents.

Fig. 1. The energy equation is applied to the flow from Section 1 clemmens et al(2003 described how the transition into sub-

to Section 2, and the momentum equation is applied to the flow merged flow causes a thickening of the jet issuing from beneath
from Section 2 to Section 3. For free flow, only the energy equa- the gate, accompanied by a velocity reduction. These changes
tion is needed to determine the flow calibration of the gate. Key take place as a result of the incomplete hydraulic jump against the
parameters are those shown in Fig. 1, and the contraction coeffi-downstream side of the gate and the associated adverse pressure
cient,d, for the flow beneath the gateé=y;/w, wherey; is the jet ~ gradient. Rather than model the actual changes in jet thickness
thickness at the vena contracta; amés the vertical gate opening.  and velocity, they proposed an alternative approach, modifying
In the experiments conducted by ARS, T2D00 found that the the energy equation to include an energy correction Ermthat
contraction coefficient from a sharp-edged gate was a function of accounts for the reduced velocity head of the jet. The energy
the gate leaf angley, at the edge of the opening equation is then written as
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2 2 Table 1. Radial Gate Configurations Tested by Buyal&k®83

Uj U;
- i IO I
Hyi=y,+a; 29 + EZQ Ecorr (5 Trunnion
Gate pin height
wherey,=flow depth at the now submerged vena contracta loca- designation (mm) Seal design
tion. The value ob; is held constant at its free-flow valug,,, is
] corr a
zero under free-flow and fully submerged conditions, but varies :ii :arz ruzzer Eaf
with the relative submergence of the jet in the transition zone, as ard rubber bar
shown by Clemmens et a(2003. Eq. (5) can be solved for 409 Hard rubber bar
discharge, as described previously for free flow, again assuming4 409 Music note
that o= 1 5 461 Music note
6 511 Music note
2g(H, -y, +E
Q=23wb, \/M (6) 7 409 Sharp edge
1+& 8 461 Sharp edge
9 511 Sharp edge

Clemmens et al(2003 performed submerged-flow tests at a — :

single gate opening and a range of flow rates and tailwater |eve|SaGate de5|gnat|o_ns are correct. The tests with the hard rubber bar seal

to determine values of the energy correction. They found it help- Vere performed in a different order than the later tests.

ful to examine the energy correction relative to the increase in

flow depth at the vena contractg,—y;, and the jet thicknesg,. required because of the Reynolds number dependence &f 1+

They related the relative energy COFfeCti(ﬁEorr/(yz—Yj), to the After a free-flow dl_scharge is computed, t_he momentum equation

relative depth increas(:—yz—yj)/yj and developed the predictive is used to determine whether the gate is submerged. If so, the

equation momentum equation and submerged-flow energy equation are

solved iteratively untily, andQ converge. The energy correction
Ecorr ~052-034 arct{n7.8§< 2= ¥ 0.83)] 7 term and effective velocity are incorporated into the solution pro-
(Y2=Y)) Yj cess.

[It should be noted that a bracket was misplaced in this equation For the analysis d'S.CUSSEd in this paper, a Visual Basic com-

in the original publication of Clemmens et 42003.] Eq. (7) puter program was written to process the data from the Buyalski

does not include any influence of the relative gate openirgt,, laboratory tests. The program is able to performEasl method

but Clemmens et al2003 speculated that with additional data a calculations to comp_ute flow rate, and is _also able to solve_ n
. ’ . . . reverse for several different parameters. First, for free-flow situ-
family of curves might be defined relating the relative energy

. . . . ations, the program can solve for the gate contraction coefficient
correction and the relative depth increase for different values of .
W/H that would produce perfect agreement between the observed dis-

- . charge and the computed discharge from &), assuming that
In the ARS testsy, was determined from pressure measure- . . . '
. . . : Eq. (4) for 1+£ is valid. Second, also in free flow, assuming that
ments made in the jet with a Prandtl tube. Howewgrjs very . o
o ; . o the gate contraction coefficient is known, the program can solve
difficult to measure in the field due to large velocities and turbu-

lence. To address this, the downstream depthis measured, and for the value of 1€ that wou!d produce t.he perfect agreement of
S observed and computed discharge. Finally, in submerged-flow
the momentum equation is used to relgieandy,;. The momen-

. . cases, the program can solve for the valueEgf, (and the ac-
tum equation can be written as .
companying values of,, y;, andv,) that produces perfect agree-

ya Fy Fs ment of discharge, assuming that relations for the contraction co-
QUe+bcgE+_:QU3+_ (8) efficient and 1€ are given. In submerged flow, the program
P P assumes that the empirical weighting factors for thedepth
where v =effective velocity in the jet;p=fluid density; F; calculation are those obtained by Clemmens ef2003. These

=hydrostatic pressure force exerted by the downstream waterweighting factors appeared to be correct in that they properly
depth; and=,=streamwise component of the force of water on all identified free versus submerged flow in almost all cases. This is
surfaces between Sections 2 and 3, including hydrostatic forcesdiscussed in more detail later in the paper.

on all walls. Clemmens et al2003 discuss the effective velocity
and other application details. Briefly, the effective velocity ac-
counts for the increased thickness and reduced velocity of the
submerged jet discussed earlier, which is accounted for by theBuyalski(1983 tested one radial gate configured in nine different
Ecorr term in the energy equation and must also be accounted forways through a combination of three trunnion height settings and
in the momentum equation. The hydrostatic foFggis computed three different types of gate seals. He identified these tests as
from an effective water deptly,,, computed as a weighted aver- shown in Table 1. Sketches of the laboratory model gate seals are

Buyalski Data

age ofy, andys shown in Fig. 2. Detailed drawings of Buyalski's test flume and
_ the prototype and laboratory model gate seals can be found in
Yu=PYs+(1-p)y. ©) Figs. 7, 9, and 10 of his report, which is available onl[see
The ARS tests were used to determine the empirical weighting Buyalski (1983].
factors fory, andys, and a value op=0.643 was obtained for For all tests, the gate arm radius was 702 fth802 f) and
their specific gate and downstream channel configuration. the gate width was 711 mif2.333 f). The upstream and down-

stream channel widthgat the locations wherg, and y; were
measuregwere 762 mm(2.50 f). The 51 mm(2 in.) difference
between the gate width and the channel width was due to half-pier
The equations presented above must be solved iteratively to de-installed on one side of the laboratory flume. The floor of the test
termine the flow rate through a gate. In free flow, iteration is flume was level throughout its length. The channel approaching

Solution Procedure
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Discharge Error, %
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Discharge Error, %

Fig. 2. Radial gate sealgafter Buyalski 1983, Fig. @)]

the gate was 3.12 m lon@.0.25 f§ and the tailwater channel was
8.46 m long(27.75 f). An adjustable picket fence tailgate was
used to regulate downstream water levels. Data were collected at
six different gate opening&even gate openings for Gates 1, 2, g Lk
and 3, corresponding to nominal gate opening to trunnion height
ratios of 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, and 1adly for Tests 1-R Fig. 3. Errors in prediction of submerged flow through sharp-edged
The greatest volume of databout 1,200 of the 2,650 runw/as radial gates
collected from Gate 1.

Data collection consisted of discharge, water level, and pres-
sure measurements. For each test, the flow condition was de-
scribed as FREE, SUBMERGED, or JUM#&ssumed to mean the  within £2% of one another, and in 99% of the cases, the predicted

Discharge Error, %

05
Relative Energy Correcﬁon.EM /A yz-yj)

flow was in the transition zoneThe upstream water levey;, and observed discharge were within £4% of one another. The
was measured 1.22 (4 ft) upstream from the gate seal position, mean relative error was +0.22%, and the standard deviation of the
at a section where the channel width was 762 (@m0 ft). The relative errors was 1.48%. Errors were biased slightly positive
downstream water levey;;, was measured 3.05 (10 ft) down- (predicted flow greater than observed flolar larger discharges.
stream from the gate seal position in free flow and 5.4@L6nft) Discharge prediction for the submerged flow cases was good at

downstream in submerged flow, again in sections where the chansmall gate openings, but poor for low flows at larger gate open-
nel width was 762 mm(2.5 ft). Pressures were measured at 25 ings where submergence is slight and the gate exerts little control
locations along the centerline of the channel floor between 0.3 mon the flow. Errors ranged from -13 to +70%. Despite the fact
(1 ft) upstream from the gate and 0.9(3 ft) downstream from that there were some large prediction errors, 25% of the sub-
the gate. Pressures also were measured at the four locations on theierged flow cases were modeled with an error in the range of
sidewalls of the test section just downstream from the gate leaf, 2%, 66% hackrrors in the range af5%, and 80% haeérrors in
and at three locations on the gate leaf itself. The floor pressurethe range of +10%. The mean relative error was +4.80%, but this
measurements would be useful for determining valueg,and was strongly influenced by a few large positive errors; the median
the contraction coefficiersi, but unfortunately they could not be error was -1.48%. The standard deviation of the relative errors
located. Only the upstream and downstream water level measurewas 15.3%, again heavily influenced by a few large errors. One
ments were included in the final repdBuyalski 1983. test failed to converge numericallfzate model 9, Test 113, for
The downstream water levelg,, reported by Buyalski were  which w/H;=0.88.
adjusted “to an equivalent depth for a rectangular channel having  Fig. 3 shows the submerged flow errors as a function of the
a width equal to the model gate width.” Buyalski reported that relative gate openingy/H;, the relative depth increase at the jet,
this adjustment was necessary to eliminate the effect of the half(y,—y;)/y;, and the relative energy correctidg,./(y,~Yy;). The
pier. The upstream depths were not adjusted. Becaus&-tile largest flow measurement errors occurredviéH,>0.3, and for
method applies the momentum equation between Sections 2 and 3y,-y;)/y;=0 to 1.5. Thus, the flow condition producing large
and thus accounts for wall forces applied by the pier, it was nec- errors is relatively low submergenéee., transition zone floyvat
essary to adjust Buyalski’s reported downstream depths back togate openings that are a large fraction of the upstream head. This
the original values that would have been measured downstreamis consistent with the findings of Clemmens et @003 who
from the half pier. This allows accurate application of the momen- noted that data were lacking for large relative gate openings, and
tum equation to the actual measured data. This adjustment waghat the largest errors occur when the flow is in the transition
made using the energy equation, assuming no head loss in theone, whereE,/(y,—y;) is in the range 0f~0.2-0.8 and is
expansion from the 711 mni2.333 fj width to the 762 mm changing rapidly as a function of the relative increase in jet thick-
(2.50 ) width (believed to be the reverse of the adjustment made ness. There is a slight, but noticeable negative Bpasdicted

by Buyalski, although his report does not give dejails flows too low) for highly submerged-flow conditions, reflected in
the difference between the mean and median errors discussed
above.

Evaluation of Original Energy-Momentum Model It should be noted that low submergence in this context means

only that the downstream flow depth is not dramatically greater
Before making modifications to thE-M model, the free- and  than the theoretical free-jet thickness for a given gate opening.
submerged-flow data from the sharp-edged gé®sges 7, 8, and For a large relative gate opening, the submergence by this defini-
9) were used to test thE-M model as originally proposed by tion can be low at the same time that the downstream depth is
Clemmens et al2003. almost equal to the upstream depth, a condition that would be
Discharge predictions for the free flow cases were very good. described as large submergence by those familiar with the sub-

In 79% of the cases, the predicted and observed discharge werenergence definition used for flumes and weirs.
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Fig. 4. Contraction coefficients of gates tested by Buyalski compared to relation for sharp-edged gates determined in Agricultural Research
Service tests

Analysis and Results 8music note— 0.1292 +(0-788485harp (12)

The analysis objective was to use portions of the Buyalski labo- These relationships are based on free-flow tests conducted at
ratory data set to verify and/or improve the empirical relations angles of<1.35 radiang77°). Buyalski tested larger gate open-
previously developed by Clemmens et @003, especially the ings (up to 989 in submerged flow, but could not produce free
submerged-flow energy correction term. At each step, the existingflow at gate openings greater than 77°. The ARS relatio i,
empirical relations were used within previously established predicts increasing contraction coefficients wideis greater than
ranges and attempts were made to verify, extend, or improve the90° (1.571 radians This is contrary to the physics of the flow
relations for use in other rangée.g., at larger Reynolds num-  situation(more flow contraction would be expected when the flow
bers. The sequence of steps taken was as follows: must turn a corner greater than 90Por this reason, and because
1. Use free-flow data at low Reynolds numbers to compute con- Submerged operation at such large gate openings is not a common
traction coefficients for the three gate seal types tested by field practice, Buyalski’s data fob >90° were discarded in the
Buyalski (sharp edge, hard rubber bar, and music note).seal remainder of this analysi85 test$, but his submerged-flow data
2. Use contraction coefficients from Step 1 and free-flow data up to6=90° were used, making use of E¢$0—(12) to compute
to examine behavior of 1&at larger Reynolds numbers. contraction coefficients. For the sharp-edged gates, the data fit the
3. Confirm value ofp, the empirical weighting factor for com-  ARS relation[Eq. (1)] closely enough that it was used without
puting hydrostatic forces on downstream channel boundaries, modification as Eq(10)
by determining whether thE-M method correctly predicts The general trend in Fig. 4 i8yusic note< Osharp= dhard rubber
whether flows in Buyalski’s tests were free or submerged. This makes sense physically, since the music note seal is rela-
4. Use submerged-flow data for gates with sharp edges and hardively thick compared to the other two casésee gate seal
rubber bar seals to compute valuessgf,, making use of the  sketches in Fig. 2 The bulb is thickest very near the controlling
results from Steps 1 through 3. Examine the relationship be- edge and forces the streamlines away from the gate face just
tween E,.,, and the relative gate opening, and refine the before they begin turning the corner around the seal. Thus, a

model for computinge.. larger change in flow direction must be accomplished, which
5. Test the refinements by attempting to predict discharge for yields more contraction and a smaller contraction coefficient. This
the Buyalski tests of gates with music note seals. effect seems to decrease as the gate angle increases, which makes

sense because at larger gate angles the flow approaching the gate
lip is less aligned with the face of the gate, so the additional
contraction caused by the thick bulb is reduced. In contrast, the
The analysis began with the assumption that the upstream headhard rubber bar seal is much thinner than the bulb of the music
loss and velocity distribution factor, &+ could be computed note seal, and the seal is held in place by a clamp bar that is set
from Clemmens’ relatiorfEq. (4)] for tests in which the gate  back slightly from the controlling edge of the seal. The flow can
entrance Reynolds number was less thanx2l@® [the upper align itself with the face of this clamp bar, and then the flow can
limit of Tel's data, used to develop E()]. This made it possible  actually begin to make its turn around the clamp bar before reach-
to use the Buyalski free-flow data to solve for the contraction ing the edge of the seal itself. This, combined with the fact that
coefficients in the free-flow tests conductedRat 270,000. Con- the edge of the rubber bar is likely to be somewhat rounded itself,
traction coefficients for the hard rubber bar and music note sealscauses less contractiqa larger coefficientthan for the sharp-

were compared to the contraction coefficients for the sharp-edgededged gate.

gate, as given by Edq1), and regression relations for the ratios of
the contraction coefficients were developed as a function of the
gate anglef. This yielded the following relationship$ig. 4):

Contraction Coefficients

Energy Loss and Velocity Distribution Factor

The second step of the analysis was to use the newly developed

Ssharp= 1.001-0.2340-0.184%%+ 0.113®3 (10 contraction coefficient relations and the free-flow data For
>270,000 to examine the relation for the upstream energy loss

and velocity distribution factor, 1&[Eg. (4)], at large Reynolds
Bhard rubber bar- 0-0138 H1.02098sharp (11 numbers. Data from all three gate seal types were used. This may
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125 Downstream Wall Depth Weighting Factor
F a ARS data
120F + B o 13, kst The next stage of the analysis was to verify the value of the
11sE L Buyakigues 15 shapesged | parametep used to estimate wall forces in the momentum equa-
’ s .. tion. A value ofp=0.643 was obtained from the ARS te§®em-
1.10F - ni."'% a. % mens et al. 2003 by solution of the momentum equation from
¥ - ;‘{, e ey . measured values g5 andy;. The Buyalski data set does not offer
1051 S the same opportunity to solve fqr, sincey, was not measured
100k RARATL o aom independently. The only test that is possible is to determine
. T e e T whether the momentum equation correctly predicts free- and
0.95F T, w0 submerged-flow conditions for the Buyalski tests. If there are runs
s TeE e - % | . that are not correctly modeled, then one could hypothesize that
090 L—— A the run in question was exactly at the transition from free to
Re,,. submerged flow and solve the momentum equation in reverse to
determine the value gb that balances the momentum equation.
Fig. 5. Combined energy loss and velocity distribution factor The Buyalski free- and submerged-flow data sets for all gate

configurations and Reynolds numbefexcept gate openings
greater than 90°were processed to determine whether EAi/
at first seem to be a circular argument, since we are using themethod would accurately identify the flow as free or submerged.
contraction coefficients we just determined by assuming that Eq. The momentum force of free_ﬂow thr.ough the gate is compared to
(4) was applicable. However, it should be carefully noted that the m.omentum forpe associated Wlth the measureq tallwaFer. If
dhe tailwater force is greater, the flow is submerged; if the tailwa-
ter force is smaller, the flow is free and a hydraulic jump occurs
downstream from the gate.

different data sets segregated by Reynolds number are being use
We only applied Eq(4) in the previous section to a range of data
for which its validity is already well establishé@lemmens et al. . .
2003. The contraction coefficients determined from that analysis _ A total of 458 runs were examined that had been described by
can now be used here, since they do not vary with Reynolds Bu'yalskl as FREE, and 454 were correctly |dent|f|eq as fr(?e flow
number. using theE-M method. The four cases that were identified as
The free-flow equations were solved in reverse to determine SUbmerged flow were initially perplexing because thedepth
the values of 14, and the results are shown in Fig. 5. The spread Was less than the gatg opening. A closer investigation showed that
of the Buyalski data is much greater than that of the ARS data; in th® momentum equation was unbalanced because the repgrted
fact, values less than 1 were computed for many cases, which dg?€Pth was too low, causing tigv term in the momentum equa-
not make theoretical sense. Despite the scatter in the Buyalskition to become extremely large. A very slight increaseyin
data, Fig. 5 appears to confirm that E4) is applicable to larger ~ caused the flow to be correctly modeled as free.
Reynolds numbers. The submerged-flow data were tested in a similar manner. A

After careful investigation, it was found that the errors visible total of 2,101 runs that were described by Buyalski as SUB-
in Fig. 5 are related to some degree to gate setting. Buyalski’sMERGED were analyzed, and 40 of these runs were identified by
gate openings were set by lowering the gate onto a pair of ma-the E-M method as free flow. For these cases, an attempt was
chined blocks and then clamping the gate in place for a completeMade to compute values pfthat would balance the momentum
series of tests. Despite this care, a series of tests run on a giverquation and cause tfeM method to predict submerged flow.
gate at the same gate opening often plot somewhat below orFor all 40 cases, the computed valuepofvas greater than 1.
above the curve defined by E@}), but with a similar shape. This In addition to free and submerged flows, Buyalski reported 63
suggests an error in the gate opening, or perhaps another paranfests having a flow condition described as JUMP. This is assumed
eter common to a series of tests at a given gate opening. Theto mean that the flow is in the transition zone, but it is not clear
problem appears to be greater on the gates with seals, so seavhether we should expect such flows to be modeled as free or
compression on the positioning blocks may have been a factor,submerged when examined with the momentum equation. It was
although the variability appears more random than biased. An-hoped that these tests might provide conditions in which the mo-
other possibility is the variation in the accuracy of the venturi mentum equation would be almost perfectly balanced and might
meters used to measure discharge. Venturi meters ranging fromgive an opportunity to solve fop at the balanced condition.
75-mm (3-in.) to 356-mm(14-in) diameter were used, and tests These 63 tests were analyzed, with 44 initially identified as free
at low gate openings probably used smaller venturi meters, whileand 19 identified as submerged. The momentum equation was
those at larger gate openings would have used the larger venturthen solved to determine the balancing valugpdor each case.
meters(specific meters were not identified for each te&ias In 39 cases, the balancing value pfvas a complex number, in
errors in individual venturi meter calibration could thus show up 21 casesp was negative, in two casgswas greater than 1, and
as systematic errors related to gate opening. Buyalski’s venturiin one casep was equal to 0.46.
meters were calibrated using a volumetric tank, with an uncer-  In summary, in almost every case, physically unreasonable
tainty of about +0.5%. For comparison, discharge measurementsvalues ofp were needed to balance the momentum equation. This
in the ARS tests had an uncertainty of about +0.1%, using a suggests that the tests were not actually close enough to the tran-
weigh tank. Thus, both gate setting and discharge measuremensition flow condition, or that other random experimental errors
are possible sources of the additional scatter in Buyalski's data.were unbalancing the momentum equation to a greater degree
For tests at one stated gate opening, the errors are primarily systhan could be accounted for by changipgvithin a reasonable
tematic, but over the course of thousands of tests the errors argange.
random, as shown in Fig. 5, so they should not dramatically affect = One might have expected that a lower valuepoivould be
the conclusions drawn from these analyses. appropriate for Buyalski’s tests, since the channel was much nar-
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Fig. 6. (Color) Relative energy correction versus relative depth increase, subdividgd Hy ranges

rower than that used by T€2000. Buyalski’'s downstream chan-  relative jet thickness if the contraction coefficients are also differ-
nel was only 7% wider than the gate, whereas Tel's was 2.7 timesent. The important point is that the flow downstream from the
the width of the gate. In a narrower channel, one would expect the gate should behave the same, regardless of how the final jet thick-
downstream deptlyg, to have less influence on the forces exerted ness is produced. Thus, we will uge/H, in the analysis that

on and by the transitional sidewalls surrounding the gate, sincefollows, and some implications of this will be discussed later.
there is less room for eddies and recirculation. This expectation  Fig. 6 shows computed values of the relative energy correc-
was fulfilled by the one run in whiclp=0.46 balanced the mo- tion, E,,/(y,-Y;) versus the relative depth increase at the vena
mentum equation. However, one data point was felt to be insuf- contracta,(y,—y;)/y;, subdivided by ranges of;/H, values. Re-

ficient evidence to warrant changing the valuepof lationships between the energy correction and a jet Froude num-
ber and jet Reynolds number were also investigated, but were not
Energy Correction Factor in Submerged Flow consistent over the full range of the data. THg,, andy, values

Th £1h si d . | & are those obtained by iterative solution of the momentum and
& next stage of the analysis was to determine valués gifor energy equations to obtain perfect prediction of the discharges

the _submerged-flow tests, and to compare those results to theobserved in the Buyalski tests. The figure also shows the ARS
previously developed ARS curve relatirg,,/(y,—y;) and (y, fitted curve[Eq. (7)]
—yj!y;. Only the data from Gates 1, 2, and(i8ard rubber bar o

sea) and Gates 7, 8, and @harp edged were used. The
submerged-flow data for Gates 4, 5, an@hrusic note seajsvere
saved for verification testing.

The relative energy correction relation proposed by Clemmens
et al. (2003 [left side of Eq.(7)] varies from 1.0 aly,-y;)/y;
=0 to zero at(y,-y;)/y;>3.89. At each extremeg,,, itself ap-
proaches zero, since the relative energy correction computed fro

The general trend is for the transition zone of the energy cor-
rection curve to become steeper and shift to the(teftrard lower
values of the relative depth increases they;/H, ratio increases.
Thus, when the gate exerts less control on the flow, transition
occurs much more rapidly. There is some scatter in the data, in-
cluding a small fraction of computed values&f,./(y,-y;) that
mare greater than 1.0 or less than zero. These data are inconsistent
Eq. (7) must be multiplied by the depth increagery;, to obtain witk_\ the physical meaning of the energy cor_rection term and are
E.or The maximum effect of the energy correction actually oc- attributed to experimental errors or anomalies. These data were
curs at intermediate values of the relative depth increase, in the€Xcluded from later curve-fitting efforts. .
region where the relative energy correction is changing rapidly. ~ The initial objective was to fit the ARS curve or an equation of
As mentioned earlier, Clemmens et 61003 speculated that the ~ & Similar form to the Buyalski data for differegt/H, ratios by

relative gate openingy/H,, might affect the energy correction changing the values of one or more of the four empirical factors
relationship. in Eq. (7). This proved to be a difficult task. The objective in

Although relative gate openingi/H,, is a convenient physical ~ development of the ARS curve had been to obtain a function that
ratio, from a hydraulic standpoint a more appropriate dimensional passed through the poifi,./(y,~y;)=1 at (y,—y;)/y;=0, and
ratio is the relative jet thickness at the vena contragféi;. approached a limit of,,/(y,~y;)=0 at larger values ofy,
Since different gate seals produce varying contraction behavior,—Y;)/y;. Eq. (7) accomplished this with a relatively complex
two different gates set to the same relative gate opening mightcurve using an inverse tangent function and having an inflection
produce a different relative jet thickness, or alternately, two gates point nearE,,/ (y,—y;)=0.5. This functional form appeared to be
set to different openings might produce a flow with the same somewhat compatible with the Buyalski data at large values of
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y;/Hy, but for small values of;/H,, it could not fit the data at
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Fig. 9. Energy correction versus depth increase relative to upstream
head

contraction coefficientd, would have remained embedded in the

dependently from the Buyalski data that passage through thefinal equation, indicating that the energy correction factor was
(0, 1) point is necessary because the Buyalski data set containsdependent on the contraction characteristics of the gate. Such an

few points at very low values dfy,—y;)/y;, but this requirement
is compelling from a physical viewpoint.

After exploring several alternative equation forms, the most
satisfactory model found for the energy correction relationship
was a simple exponential power function of the form

Ecorr
Y27
wheree =empirically determined coefficient; amdbase of natu-
ral logarithms. To fit these data to this relation, curve fitting was
performed manually with the objective of minimizing the sum of
the Pearson residuals[(f +|residualf)®®]. This approach mini-

mizes the influence of outliers. This procedure produced good
curve fits for most of the;/H, ranges, although a few were less

= esly2myplyjl (13

than satisfying. Future research may better define the shape of the,; £

curve for low values ofy,-y;)/y;.

A total of 13 bands of;/H; values were analyzed, and expo-
nential functions were fitted for each range. Fig. 7 shevwsot-
ted versus the averagg/H; values for each band. A linear re-
gression yields the following final equation fd.,./(y,~Y;),
which replaces Eq.7):

ECOI’I’
Y27
Note the cancellation of thg terms which takes place because

= @ 6.7&YHIIY2 Y}l = o=6.78(yz-yj)H1] (14)

analysis was performed previously by Wahl et @003. The
form of Eq. (14) suggests that if we plot data for widely varying
yj/H, ranges as a function d¥,-y;)/H,, rather than versugy,

-y !y; as was done in Fig. 6, we should obtain a single curve
rather than a family of curves dependent on the relative jet thick-
ness. Fig. 8 shows that this is generally the case, with just a few
distinct bands of;/H, included on the plot for clarity. This also
suggests that a single exponential function could be fit to all the
data, rather than analyzing distinct bandsygH, values. Doing

so yields a slightly different coefficient-6.75 in Eq. (14). By
analyzing the data in bands, each rangeyéH, values carries
similar weight in the final result, even though the bands did not all
contain the same number of data.

We can use Eq(14) to examine the physical significance of
the submerged-flow energy correctidt,,,, by computing values
cord (Y2—Y;) as (y,—y;)/H,; varies from zero to 1, and then
multiplying by the associated value ¢f,—y;)/H; to obtain the
value ofEg,,/H; as a function ofy,—y;)/H; (Fig. 9. The maxi-
mum energy correction is about 5.5% of the upstream head and
occurs when the depth increase at the vena contracta is about 15%
of the upstream head.

One question that arises in evaluating the outcome of this
analysis is the influence of the other empirical factors whose val-
ues may have affected the determinatioregf,,. To evaluate this,
some simple sensitivity analyses were performed. The values of
the upstream energy loss factér,the contraction coefficieng,

we chose to analyze the energy correction as a function of theand the momentum equation weighting factpr, were each

relative jet thicknessy;/H,, rather than the relative gate opening,
w/H;. If the analysis had been based whH;, some simplifica-
tion would have been possible by recognizing tfjatdw, but the

10— 1.0 O o
I A Y; /H,=0.038 t0 0.06 A Y; /H, =0.038 t0 0.06
08 ] yj/Hl=0.12toO.15 08} o] yj/H,=0.12t00.15
_~ A + Y /H,=0.40t0 0.50 /\\ A + Y; /H, =0.40 t0 0.50
~
= i:
S S
kR I

changed individually by 5%, anf.,,, values were then recom-
puted. The percentage change in the valu&gf; increases with
the level of submergence, but at the point of maximum influence

Fig. 8. Relative energy correction versus depth increase relativ@jget thickness andh) upstream energy head, for selected bandg

values
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R 20 Table 2. Comparison of Submerged-Flow Errors
% 12 a —_ Percentage of observations
g LN W
5.0 BhD fon o, o B
20 °oa Original E-M Modified E-M
02 Rewive Gate Cpening, WH, 08 model applied to model applied to
sharp-edged Gates Gates 4, 5, and 6
® 20 .
3 10 7,8, and 9 (music note seajs
‘;’é ° Description (%) (%)
8 +2% error 25 46
+5% error 66 78
22 +10% error 80 93
R o 4 ° +20% error 86 99.6
wi v Q o
30 5 +20 to +70% error 14 0.4
2410
&-20 Percentage error statistics
Relative Enargy Corection, £, /(%) Mean error +4.80 -1.35
Median error -1.48 -0.75
Fig. 10. Submerged-flow discharge prediction errors in verification Standard deviation 15.3 4.70

test of the energy-momentum method with the refined energy Note: E-M =energy-momentum.
correction model

nal E-M method for which Clemmens et 42003 reported that

of Eqor [approximately(y,—y;)/H;=0.15, as explained in the pre-  larger prediction errors occurred when the relative energy correc-
vious paragrapl the changes irE,,,, due to§, 8, and p were tion was in the range from 0.2 to O(Bhe range in which the curve
approximately 1.9, 44, and 1.6%, respectively. Clearly, it is im- was relatively steep as Fig. 3 confirmed.
portant to know the contraction coefficient accurately, while un-  To test the sensitivity of th&-M method to the influence of
certainties in the other two parameters have a much smaller, butthe weighting parametep, in the momentum equation, a sensi-
still significant, influence on our determination B, tivity analysis was performed on the verification data set. For a
change inp of 0.1, the resulting change in computed discharge
(average of 236 runs from the verification data set discussed later
in the paperwas about 0.4 to 0.5%. Thus, the influence on cali-
To test the effect of refining the submerged-flow energy correc- bration accuracy of a reasonable variationpfvas relatively
tion model, theE-M method was used to predict discharges for slight.
the Buyalski data from Gates 4, 5, and(®usic note seals It should be noted that the significant random scatter visible in
computing the energy correction with E44) rather than Eq(7). Buyalski’'s free-flow data(Fig. 5 compared to that in the ARS
Both free-flow and submerged-flow cases were tested, althoughdata may carry over to the submerged-flow analysis as well. Thus,
no changes had been made to the free-flow model. In free flow,some of the scatter in Fig. 10 may be due to the quality of the
174 test runs were analyzed. Discharge was predicted within +2%Buyalski data set, and tHe-M method may perform better with
for 64% of the cases, and within £5% for 99.4% of the cases. An higher-quality data. The important point to remember is that a
error of +9% was obtained in one case; this test was reported todramatic improvement was realized when the refined energy cor-
be submerged flow by Buyalski, but was modeled by Ead rection model was used.
method as free flow, so it is possible that there is an error in the
data. The mean relative error was +0.40%, and the standard de-
viation of the relative errors was 1.97@gnoring the one run just  Conclusions
mentioned. These results are not quite as good as the initial test
made against the free-flow data for the sharp-edged g&ates With the refined energy correction model described here Ethe
7, 8, and 9, and the difference is most likely caused by additional M method accurately predicts both free- and submerged-flow dis-
uncertainty in the contraction coefficients of the music note seals. charges through the model radial gates tested by Buyalski. Flow
We should thus expect slightly larger errors in submerged flow as measurement uncertainties in free-flow conditions are about £2%
well. to +5%. Insubmerged-flow conditions, the relative gate opening,

The submerged-flow discharge prediction errors for 236 testsw/H;, plays an important role in determining the energy correc-
of gates with music note seals are shown in Fig. 10. To help tion term needed for the energy equation. With the refined energy
illustrate the flow conditions that are the most error prone, the correction model, discharge in submerged-flow conditions is pre-
errors are plotted versus the relative gate opening, the relativedicted with an uncertainty on the order of £5% to £10% in most
depth increase, and the value of the relative energy correction,cases. The largest errors still occur during conditions of slight
similar to the plots shown in Fig. 3 for the originetM method submergence at large relative gate openings, but the magnitude of
applied to the sharp-edged gates. The error distribution is alsosuch errors has been reduced dramatically from as much as 70%
compared in Table 2 to the results obtained with the origihal  to about 10%.
-M model applied to the sharp-edged gates. There was significant Several empirical parameters and relations are important to the
improvement on all levels, and dramatic improvement in elimi- performance of th&-M method. In free-flow conditions, the con-
nating the very large errors that occurred when the flow is in the traction coefficient and the energy loss and velocity distribution
transition zone. The figure shows that there is no significant trend factor are the primary sources of uncertainty in the model, with
in the magnitude of errors as a function of the relative energy the contraction coefficient being the dominant source of error. The
correction. This indicates significant improvement over the origi- Buyalski data set provided enough information to create useful

Verification Testing
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models for the contraction coefficients of the hard rubber bar b, = gate width;

seals and music note seals used on many prototype radial gates,,,= submerged-flow energy correction;

but further improvement is certainly possible, and variability in e = base of natural logarithms, 2.718282;

the characteristics of these types of seals on prototype gates isF; = hydrostatic force on downstream control volume

likely to be significant. The Buyalski free-flow data were not able boundary;
to shed much additional light on the energy loss and velocity F, = force exerted by upstream channel boundaries
distribution factor, although many of the tests were carried out at surrounding gate;

larger Reynolds numbers than those attained in previous work by g = acceleration of gravity;
ARS. The equation proposed by Clemmens et2003 appears H = total energy head;
to be the best available relation. This is a question of importance p = weighting factor used to computg,;
for field applications, since most prototype gates will have much Q = discharge;
larger Reynolds numbers than those used to develop the model for R = Reynolds number;
the energy loss and velocity distribution factor, but fortunately R, = hydraulic radius immediately upstream from gate;
1+¢ approaches a limiting value of 1.0 at large Reynolds num- r = gate radius;
bers. V = characteristic velocity at entrance to gate opening;
In submerged flow, the additional factor that is of great impor- v = flow velocity;
tance is the energy correction term. The model proposed by v, = effective velocity in vena contracta jet in submerged
Clemmens et al(2003 was refined, yielding a relation that in- flow;
corporates the significant effects of the relative gate opening. The w = vertical gate opening;
form of the energy correction relation proposed here differs sig- y = flow depth;
nificantly from that proposed by Clemmens et &003, and y; = jet thickness at the vena contracta;
additional experimental data are needed to verify the behavior of y,, = effective water depth used to estimdig;
the energy correction at the beginning of the transition into sub- « = velocity distribution coefficient;
merged flowflow values of(y,-y;)/y;]. AH = energy loss;
The analysis performed here did not produce any change inthe 8 = contraction coefficient;
empirical weighting factorp, used to estimate forces on the = empirically determined exponent;
downstream channel walls needed for the momentum equation. = gate lip angle from horizontal,
Buyalski’'s test channel was relatively narrow compared to that kinematic viscosity;
used in the ARS tests, but was otherwise similar, so it is still = energy loss coefficient; and
possible that other geometries will require significant adjustment p = fluid density.
of the value ofp. Features such as bed drops downstream from
the gate or flared transitional walls may prove to be important.
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Subscripts

1 = sections upstream from the gate;

2 = sections at the vena contracta;
Acknowledgments 3 = sections downstream from the gate; and

j = conditions in the vena contracta jet.
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